Abstract

In view of the substantial number of existing feature selection algorithms, the need arises to count on criteria that enables to adequately decide which algorithm to use in certain situations. This work reviews several fundamental algorithms found in the literature and assesses their performance in a controlled scenario. A scoring measure ranks the algorithms by taking into account the amount of relevance, irrelevance and redundancy on sample data sets. This measure computes the degree of matching between the output given by the algorithm and the known optimal solution. Sample size effects are also studied.

1. Introduction

The feature selection problem in terms of supervised inductive learning is: given a set of candidate features select a subset defined by one of three approaches: a) the subset with a specified size that optimizes an evaluation measure, b) the subset of smaller size that satisfies a certain restriction on the evaluation measure and c) the subset with the best commitment among its size and the value of its evaluation measure (general case). The generic purpose pursued is the improvement of the inductive learner, either in terms of learning speed, generalization capacity or simplicity of the representation. It is then possible to understand better the results obtained by the inducer, diminish its volume of storage, reduce the noise generated by irrelevant or redundant features and eliminate useless knowledge.

A feature selection algorithm (FSA) is a computational solution that is motivated by a certain definition of relevance. However, the relevance of a feature—as seen from the inductive learning perspective—may have several definitions depending on the objective that is looked for. An irrelevant feature is not useful for induction, but not all relevant features are necessarily useful for induction [14].

The FSAs can be classified according to the kind of output they yield: (1) those algorithms giving a (weighed) linear order of features and (2) those algorithms giving a subset of the original features. Both types can be seen in an unified way by noting that in (2) the weighting is binary.

The work presented in this paper is centered in FSAs tackling the feature selection problem of type (2), studied for many years by the statistical [18] as well as the machine learning [38] communities. Research developed within the machine learning area is usually focused on the proposal of new algorithms, theoretical learning results of existing algorithms or empirical studies (evaluations or applications).

In this research, several fundamental algorithms found in the literature are studied to assess their performance in a controlled scenario. To this end, a measure to evaluate FSAs is proposed that takes into account the particularities of relevance, irrelevance and redundancy on the sample data set. This measure computes the degree of matching between the output given by a FSA and the known optimal solution. Sample size effects are also studied. The results illustrate the strong dependence on the particular conditions of the FSA used and on the amount of irrelevance and redundancy in the data set description, relative to the total number of features. This should prevent the use of a single algorithm even when there is poor knowledge available about the structure of the solution.

The paper is organized as follows: in section 2 we review some different approaches to provide with a formal definition of relevance. In section 3 we set a more precise definition of the feature selection problem and survey the main characteristics of a FSA in an unified framework. Next, we describe some of the most widespread FSA in machine learning in terms of this framework. The methodology and tools used for the empirical evaluation are covered in section 5. Finally the experimental study is described in section 6 as well as the results. The paper ends with the conclusions and the knowledge gained.
2 Relevance of a Feature

The purpose of a FSA is to identify relevant features according to a definition of relevance. However, the notion of relevance in machine learning has not yet been rigorously defined on a common agreement [6]. Let \( E_i \), with \( 1 \leq i \leq n \), be domains of features \( X = \{ x_1, \ldots, x_n \} \); an instance space is defined as \( E = E_1 \times \ldots \times E_n \), where an instance is a point in this space. Consider \( p \) a probability distribution on \( E \) and \( T \) a space of labels (e.g. classes). It is desired to model or identify an objective function \( c : E \to T \) according to its relevant features. A data set \( S \) composed by \( |S| \) instances can be seen as the result of sampling \( E \) under \( p \) a total of \( |S| \) times and labelling its elements using \( c \).

A primary definition of relevance [9] is the notion of being “relevant with respect to an objective”. It is assumed here to be a classification objective.

Definition 1 (Relevance with respect to an objective) A feature \( x_i \in X \) is relevant to an objective \( c \) if there exist two examples \( A, B \) in the instance space \( E \) such that \( A \) and \( B \) differ only in their assignment to \( x_i \) and \( c(A) \neq c(B) \).

In other words, if there exist two instances that can only be classified thanks to \( x_i \). This definition has the inconvenience that the learning algorithm can not necessarily determine if a feature \( x_i \) is relevant or not, using only a sample \( S \) of \( E \). Moreover, if the problem representation is redundant (e.g., some features are replicated), it will never be the case that two instances differ only in one feature. A proposal oriented to solve this problem [24] includes two notions of relevance, one with respect to a sample and another with respect to the distribution.

Definition 2 (Strong relevance with respect to \( S \)) A feature \( x_i \in X \) is strongly relevant to the sample \( S \) if there exist two examples \( A, B \in S \) that only differ in their assignment to \( x_i \) and \( c(A) \neq c(B) \).

That is to say, it is the same Definition 1, but now \( A, B \in S \) and the definition is with respect to \( S \).

Definition 3 (Strong relevance with respect to \( p \)) A feature \( x_i \in X \) is strongly relevant to an objective \( c \) in the distribution \( p \) if there exist two examples \( A, B \in E \) with \( p(A) \neq 0 \) and \( p(B) \neq 0 \) that only differ in their assignment to \( x_i \) and \( c(A) \neq c(B) \).

This definition is the natural extension of Definition 2 and, contrary to it, the distribution \( p \) is assumed to be known.

Definition 4 (Weak relevance with respect to \( S \)) A feature \( x_i \in X \) is weakly relevant to the sample \( S \) if there exists at least a proper \( X' \subset X \) \((x_i \in X')\) where \( x_i \) is strongly relevant with respect to \( S \).

A weakly relevant feature can appear when a subset containing at least one strongly relevant feature is removed.

Definition 5 (Weak relevance with respect to \( p \)) A feature \( x_i \in X \) is weakly relevant to the objective \( c \) in the distribution \( p \) if there exists at least a proper \( X' \subset X \) \((x_i \in X')\) where \( x_i \) is strongly relevant with respect to \( p \).

These definitions are important to decide what features should be conserved and which can be eliminated. The strongly relevant features are, in theory, important to maintain a structure in the domain, and they should be conserved by any feature selection algorithm in order to avoid the addition of ambiguity to the sample. Weakly relevant features could be important or not depending on the other features already selected and on the evaluation measure that has been chosen (accuracy, simplicity, consistency, etc.).

From another point of view, instead of focusing in which features are relevant, it is possible to use relevance as a “complexity measure” with respect to the objective \( c \). In this case, it will depend on the chosen inducer.

Definition 6 (Relevance as a complexity measure) [9] Given a data sample \( S \) and an objective \( c \), define \( r(S,c) \) as the smallest number of relevant features to \( c \) using Definition 1 only in \( S \), and such that the error in \( S \) is the least possible for the inducer.

In other words, it refers to the smallest number of features required by a specific inducer to reach optimum performance in the task of modelling \( c \) using \( S \).

Definition 7 (Incremental usefulness) [13] Given a data sample \( S \), a learning algorithm \( L \), and a subset of features \( X' \), the feature \( x_i \) is incrementally useful to \( L \) with respect to \( X' \) if the accuracy of the hypothesis that \( L \) produces using the group of features \( \{x_i\} \cup X' \) is better than the accuracy reached using only the subset of features \( X' \).

This definition is specially natural in FSAs that search in the feature subset space in an incremental way, adding or removing features to a current solution. It is also related to a traditional understanding of relevance in the philosophy literature [21].

Definition 8 (Entropic relevance) [55] Denoting the (Shannon) entropy by \( H(x) \) and the mutual information by \( I(x; y) = H(x) - H(x|y) \) (the difference of entropy in \( x \) generated by the knowledge of \( y \)), the entropic relevance of \( x \) to \( y \) is defined as \( r(x; y) = I(x; y)/H(y) \).

Let \( X \) be the original set of features and let \( C \) be the objective seen as a feature, a set \( X' \subset X \) is sufficient if \( I(X'; C) = I(X, C) \) (i.e., if it preserves the learning information). For a sufficient set \( X' \), it turns out that
\( r(X';C) = r(X,C) \). The most favorable set is that sufficient set \( X' \subseteq X \) for which \( H(X') \) is smaller. This implies that \( r(C;X') \) is greater. In short, the aim is to have \( r(C;X') \) and \( r(X';C) \) jointly maximized.

To make these definitions more clear, we borrow [9] an example that considers concepts expressible as disjunctions of features (e.g., \( x_1 \lor x_3 \lor x_7 \)), assuming that the learning algorithm has access to the following 5 examples:

\[
\begin{align*}
1000000000000000000000000000000000 + \\
1111111111000000000000000000000000 + \\
0000000000000000000000000000000000 + \\
0000000000000000000000000000000000 + \\
0000000000000000000000000000000000 - \\
\end{align*}
\]

The relevant features using Definition 1 depend on the actual (unknown) objective, although any consistent disjunction must include the first feature. Using Definitions 2, 3, 4 and 5 it can be concluded that \( x_1 \) (both with regard to \( S \) and to \( p \)) is strongly relevant and the rest of features are weakly relevant. Using Definition 6 it is simply stated that there are three relevant features \( (r(S,c) = 3) \), because this is the minimum number of features leading to a consistent disjunction. Notice that the features are not specified (e.g., \( x_1 \lor x_2 \)). Definition 7 depends on the inducer. As an example, given \( X' = \{x_1, x_2\} \), a set of already selected features, none of \( x_3, \ldots, x_{10} \) would be incrementally useful, and any of \( x_{11}, \ldots, x_{30} \) would. Definition 8 requires the computation of the corresponding mutual entropies. Notice this is the only definition that considers relevance in a quantitative way.

### 3 Algorithms for Feature Selection

A FSA should be seen as a computational approach to a definition of relevance, although in many cases the previous definitions are followed in a somewhat loose sense.

#### 3.1 Feature Selection Definition

Let \( X \) be the original set of features, with cardinality \( |X| = n \). The continuous feature selection problem refers to the assignment of weights \( w_i \) to each feature \( x_i \in X \) in such a way that the order corresponding to its theoretical relevance is preserved. The binary feature selection problem refers to the assignment of binary weights. This can be carried out directly (like many FSAs in machine learning [2, 13, 22]), or filtering the output of the continuous problem solution (see §6.2).

These are quite different problems reflecting different design objectives. In the continuous case, one is interested in keeping all the features but in using them differentially in the learning process. On the contrary, in the binary case one is interested in keeping just a subset of the features and using them equally in the learning process.

The feature selection problem can be seen as a search in a hypothesis space (set of possible solutions). In the case of the binary problem, the number of potential subsets to evaluate is \( 2^n \). In this case, a general definition is [29]:

**Definition 9 (Feature Selection)** Let \( J(X') \) be an evaluation measure to be optimized (say to maximize) defined as \( J: X' \subseteq X \rightarrow \mathbb{R} \). The selection of a feature subset can be seen under three considerations:

- **Set** \( |X'| = m < n \). Find \( X' \subset X \), such that \( J(X') \) is maximum.
- **Set a value** \( J_o \), this is, the minimum \( J \) that is going to be tolerated. Find the \( X' \subseteq X \) with smaller \( |X'| \), such that \( J(X') \geq J_o \).
- **Find a compromise among minimizing** \( |X'| \) and maximizing \( J(X') \) (general case).

Notice that, with these definitions, an optimal subset of features is not necessarily unique.

#### 3.2 Characterization of FSAs

There exist in the literature several considerations to characterize feature selection algorithms [9, 19, 32]. In view of them it is possible to describe this characterization as a search problem in the hypothesis space as follows:

**Search Organization.** General strategy with which the space of hypothesis is explored. This strategy is in relation to the portion of hypothesis explored with respect to their total number.

**Generation of Successors.** Mechanism by which possible variants (successor candidates) of the current hypothesis are proposed.

**Evaluation Measure.** Function by which successor candidates are evaluated, allowing to compare different hypothesis to guide the search process.

#### 3.2.1 Search Organization

A search algorithm is responsible for driving the feature selection process using a specific strategy. Each state in the search space specifies a weighting \( w_1, \ldots, w_n \) of the possible features of \( X \), with \( |X| = n \). In the binary case, \( w_i \in \{0, 1\} \), whereas in the continuous case \( w_i \in [0,1] \). Notice we are stating that relevance should be upper and lower bounded. Also in the binary case a partial order \( \prec \) exists in the search space, with \( S_1 \prec S_2 \) if \( S_1 \subset S_2 \) (see
In general, a search procedure examines only a part of the search space. When a specific state has to be visited, the algorithm uses the information of the previously visited states and eventually heuristic knowledge about non-visited ones.

Being L a (labeled) list of weighed subsets of features (i.e., states), L maintains the (ordered) current list of solutions. The labels indicate the value of the evaluation measure. We consider three types of search: exponential, sequential, and random. Most sequential algorithms are characterized by $|L| = 1$, whereas exponential and random ones typically use $|L| \geq 1$.

Fig. 1, whereas in the continuous case $S_1 \prec S_2$ if, for all $i, w_i(S_1) \leq w_i(S_2)$ holds (see Fig. 2).

The stopping criterion can be:

$$|X'| = n' \quad \text{(if } n' \text{ has been fixed in advance), the value of } J \text{ has not increased in the last } j \text{ steps, or it surpasses a prefixed value } J_0. \text{ The cost of the operator is } O(n). \text{ The main disadvantage is that it is not possible to have in consideration certain basic interactions among features. For example, if } x_1, x_2 \text{ are such that } J(\{x_1, x_2\}) \gg J(\{x_1\}), J(\{x_2\}), \text{ neither } x_1 \text{ and } x_2 \text{ could be selected, in spite of being very useful.}

$$X' := X' \setminus \{x_i \in X \mid J(X' \setminus \{x_i\}) \text{ bigger}\} \quad (1)$$

The stopping criterion can be: $|X'| = n'$ (if $n'$ has been fixed in advance), the value of $J$ has not increased in the last $j$ steps, or it surpasses a prefixed value $J_0$. The cost of the operator is $O(n)$. The main disadvantage is that it is not possible to have in consideration certain basic interactions among features. For example, if $x_1, x_2$ are such that $J(\{x_1, x_2\}) \gg J(\{x_1\}), J(\{x_2\})$, neither $x_1$ and $x_2$ could be selected, in spite of being very useful.

$$X' := X' \setminus \{x_i \in X \mid J(X' \setminus \{x_i\}) \text{ bigger}\} \quad (2)$$

The stopping criterion can be: $|X'| = n'$, the value of $J$ has not increased in the last $j$ steps, or it falls below a prefixed value $J_0$. This operator remedies some problems although there still will be many hidden interactions (in the sense of being unobtainable). The cost is $O(n)$, although in practice it demands more computation than its forward counterpart [27].
Both operators (forward and backward) can be generalized selecting, at each step, subsets of \( k \) elements \( X'' \) and selecting the one making \( J(X' \cup X'') \) or \( J(X' \backslash X'') \) bigger, respectively. The cost of the operator is then \( O(n^k) \).

**Compound:** The idea of this tactic is simple: apply \( f \) consecutive forward steps and \( b \) consecutive backward ones. If \( f > b \) the net result is an operator, otherwise it is a backward one. An interesting approach is to perform the forward or the backward steps, depending on the respective values of \( J \). This allows to discover new interactions among features. An interesting “backtracking mechanism” is obtained, although other stopping conditions should be established if \( f = b \). For example, for \( f = b = 1 \), if \( x_i \) is added and \( x_j \) is removed, this could be undone in the following steps. A possible stopping criterion is \( x_i = x_j \). In sequential FSA, the condition \( f \neq b \) assures a maximum of \( n \) steps, with a total cost \( O(n^{f+b+1}) \).

**Weighting:** In the weighting operators, the search space is continuous, and all of the features are present in the solution to a certain degree. A successor state is a state with a different weighting. This is typically done by iteratively sampling the available set of instances.

**Random:** This group includes those operators that can potentially generate any other state in a single step. The rest of operators can also have random components, but they are restricted to some criterion of "advance" in the number of features or in improving the measure \( J \) at each step.

### 3.2.3 Evaluation Measures

There are several approaches to evaluate the goodness \( J(X') \) of a feature subset \( X' \). It is clear to observe that the relevance of a feature is solely a function of this measure and not a characteristic of the feature itself. Another important consideration is the fact that the range and scale of \( J \) are immaterial. What counts is that the relative values assigned to different subsets reflect their greater or lesser relevance to the objective function. Among the reviewed measures the probabilistic and the interclass distances, together with consistency, are measures of class separability. Further, the interclass distance, consistency, entropy and estimations of the probability of error may not require the explicit modeling of probability distributions.

Let \( J : X' \subseteq X \to \mathbb{R} \) be an evaluation measure to be maximized, where \( X' \) is a (weighted) feature subset.

**Probability of error:** Provided the ultimate goal is to build a classifier able of correctly labelling instances generated by the same probability distribution, minimizing the (bayesian) probability of error \( P_e \) of the classifier seems to be the most natural choice. Therefore, it is also a clear choice for \( J \).

Let \( \mathcal{Z} \in \mathbb{R}^n \) represent the unlabeled instances, and \( \Omega = \{ \omega_1, \ldots, \omega_m \} \) a set of labels (classes), so that \( c : \mathbb{R}^n \to \Omega \).

Such probability is defined as [18]:

\[
P_e = \int \left[ 1 - \max_i P(\omega_i | \mathcal{Z}) \right] p(\mathcal{Z}) \, d\mathcal{Z}
\]

(3)

where \( p(\mathcal{Z}) = \sum_{i=1}^{m} p(\mathcal{Z} | \omega_i) P(\omega_i) \) is the (unconditional) probability distribution of the instances, and \( P(\omega_i | \mathcal{Z}) \) is the a posteriori probability of \( \omega_i \), being the class of \( \mathcal{Z} \).

Since the class-conditional densities are usually unknown, they can either be explicitly modeled (using parametric or non-parametric methods) or implicitly via the design of a classifier that builds the respective decision boundaries between the classes [18]. Some of these classifiers, like the one-nearest-neighbor rule, have a direct relation to the probability of error.

The use of an estimate \( \hat{P}_e \) of this probability by means of the construction of a classifier, using a sample dataset, is the base of the wrapper methods [26]. Provided the classifier has been built using only a subset \( X' \subseteq X \) of the features, we have:

\[
\hat{P}_e = 1 - \frac{|S_{TE}^+|}{|S_{TE}|}
\]

(4)

so that \( J = 1 - \hat{P}_e \), being \( S_{TE} \) a test data sample, and \( S_{TE}^+ \) the subset of \( S_{TE} \) where the classifier performed correctly (again using only a partial description \( X' \)).

The estimation \( \hat{P}_e \) may require the use of more elaborate methods than a simple holdout procedure (cross validation, bootstrapping) in order to yield a more reliable value.

**Divergence:** These measures compute a probabilistic distance or divergence among the class-conditional probability densities \( p(\mathcal{Z} | \omega) \), using the general formula:

\[
J = \int f(p(\mathcal{Z} | \omega_1), p(\mathcal{Z} | \omega_2)) \, d\mathcal{Z}
\]

(5)

To qualify as a valid measure, the function \( f \) must be such that the value of \( J \) satisfies the following conditions: (a) \( J \geq 0 \), (b) \( J = 0 \) only when the \( p(\mathcal{Z} | \omega) \) are equal and (c) \( J \) is maximum when they are non-overlapping. If the features used in a solution \( X' \subseteq X \) are good ones, the divergence among the conditional probabilities will be significant. Poor features will result in very similar probabilities. Some classical choices are [18]:

**Chernoff**

\[
f(a, b) = a^s b^{1-s}, \quad s \in [0, 1] \quad \text{and then } J_{Chern} = -\ln J
\]

(6)

**Bhattacharyya**

\[
f(a, b) = \sqrt{ab} \quad \text{and then } J_{Bhattacharyya} = -\ln J
\]

(7)

**Kullback-Liebler**

\[
f(a, b) = (a - b)(\ln a - \ln b) \quad \text{and then } J_{KL} = J
\]

(8)
Kolmogorov

\[ f(a, b) = |a - b| \text{ and then } J_{Kol} = J \]  

(9)

Matusita

\[ f(a, b) = (\sqrt{a} - \sqrt{b})^2 \text{ and then } J_{Mat} = \sqrt{J} \]  

(10)

Patrick-Fisher

\[ f(a, b) = (a - b)^2 \text{ and then } J_{PF} = \sqrt{J} \]  

(11)

These measures satisfy the previous conditions and can be used in a weighed form, taking into account the prior class probabilities \( P(\omega_i) \) so that \( f[p(\vec{X}|\omega_i), p(\vec{X}|\omega_2)] \) becomes \( f[p(\vec{X}|\omega_i)P(\omega_i), p(\vec{X}|\omega_2)P(\omega_2)] \). They can also be related to \( P_e \) in the form of upper-bounds [18, 7].

Dependence: These measures quantify how strongly two features are associated with one another, in the sense that knowing the value of one it is possible to predict the value of the other. In the context of feature selection, a feature is better evaluated the better it predicts the class. The correlation coefficient is a classical measure that still finds application [22]. A somewhat different approach is to estimate the divergence between the class-conditional and the unconditional densities. Any unweighted probabilistic distance measure serves this purpose. Specifically, we have measures of the form \( f[p(\vec{X}|\omega_i), p(\vec{X})] \), \( i = 1, 2 \).

Interclass distance: These measures are based on the assumption that instances of a different class are distant in the instance space. It is enough then to define a metric between classes and use it as measure:

\[
D(\omega_i, \omega_j) = \frac{1}{N_iN_j} \sum_{k_i=1}^{N_i} \sum_{k_j=1}^{N_j} d(x(i,k_1), x(j,k_2))
\]  

(12)

\[
J = \sum_{i=1}^{m} P(\omega_i) \sum_{j=1}^{m} P(\omega_j) D(\omega_i, \omega_j)
\]  

(13)

being \( x(i,j) \) the instance \( j \) of class \( \omega_i \), and \( N_i \) the number of instances of the class \( \omega_i \). The most usual distances \( d \) belong to the Euclidean family. These measures do not require the modeling of any density function, but their relation to the probability of error can be very loose.

Information or Uncertainty: Similarly to the probabilistic dependence, we may observe \( \vec{X} \) and compute the a posteriori probabilities \( P(\omega_i|\vec{X}) \) to determine how much information on the class of \( \vec{X} \) has been gained, with respect to its prior probability. If all the classes become roughly equally probable, then the information gain is minimal and the uncertainty (entropy) is maximum.

Many measures can then be derived that make use of \( p(\vec{X}) \) and the set \( \{ P(\omega_i|\vec{X}), i = 1, \ldots, n \} \). For instance, using Shannon’s entropy, we have:

\[
J_{Sha} = -\int p(\vec{X}) \sum_{i=1}^{m} P(\omega_i|\vec{X}) \log_2 P(\omega_i|\vec{X}) d\vec{X}
\]  

(14)

Measures derived from generalizations of Shannon’s entropy—as Renyi’s entropy and the entropy of degree \( \alpha \)—are discussed in [7].

Entropy can also be used without knowledge of the densities as is done in the induction of decision trees [46], where the information gain is typically computed independently for each feature in the induction process. Also, the notion of entropy-based relevance is heuristically used in [55] as \( J(X') = r(C; X') \) (see Definition 8).

Consistency: An inconsistency in \( X' \) and \( S \) is defined as two instances in \( S \) that are equal when considering only the features in \( X' \) and that belong to different classes. The aim is thus to find the minimum subset of features leading to zero inconsistencies [4]. The inconsistency count of an instance \( A \in S \) is defined as [32]:

\[
IC_X(A) = X'(A) - \max_{k} X'_k(A)
\]  

(15)

where \( X'(A) \) is the number of instances in \( S \) equal to \( A \) using only the features in \( X' \) and \( X'_k(A) \) is the number of instances in \( S \) of class \( k \) equal to \( A \) using only the features in \( X' \). The inconsistency rate of a feature subset in a sample \( S \) is then:

\[
IR(X') = \frac{\sum_{A \in S} IC_X(A)}{|S|}
\]  

(16)

This is a monotonic measure, in the sense

\[
X_1 \subset X_2 \Rightarrow IR(X_1) \geq IR(X_2)
\]

A possible evaluation measure is then \( J(X') = \frac{1}{IR(X') + 1} \). This measure is in \([0, 1]\) and can be evaluated in \( O(|S|) \) time using a hash table [32].

3.3 General Schemes for Feature Selection

The relationship between a FSA and the inducer chosen to evaluate the usefulness of the feature selection process can take three main forms: *embedded, filter and wrapper.*

Embedded Scheme: The inducer has its own FSA (either explicit or implicit). The methods to induce logical conjunctions[54, 56] provide an example of this embedding. Other traditional machine learning tools like decision trees or artificial neural networks are included in this scheme[38].

Filter Scheme: If the feature selection process takes place before the induction step, the former can be seen as a filter
of non-useful features prior to induction. In a general sense it can be seen as a particular case of the embedded scheme in which feature selection is used as a pre-processing. The filter schemes are independent of the induction algorithm.

**Wrapper Scheme:** In this scheme the relationship is taken the other way around: it is the FSA that uses the learning algorithm as a subroutine [24]. The general argument in favor of this scheme is to equal the bias of both the FSA and the learning algorithm that will be used later on to assess the goodness of the solution. The main disadvantage is the computational burden that comes from calling the induction algorithm to evaluate each subset of considered features.

### 3.4 General Algorithm for Feature Selection

An abstract algorithm for feature selection that shows in a unified form the behavior of any FSA is depicted in Fig. 3.

In particular, being $L$ a (weighed) list of weighed subsets of features (i.e. states), $L$ maintains the ordered set of solutions in course. Exponential algorithms are typically characterized by $|L| \geq 1$ (examples would be BRANCH AND BOUND [42] or $A^*$ [44]). The presence in the list is a function of the evaluation measure and defines the expansion order. Heuristic search algorithms also maintain this list (of open nodes), and the weighting is the value of the heuristic. Random search methods as Evolutionary Algorithms [5] are characterized by $|L| \geq 1$ (the list is the population and the weighting is the fitness value of the individuals). Sequential algorithms maintain $|L| = 1$, though there are exceptions (e.g., a bidirectional algorithm [19] would use $|L| = 2$).

The second weighting (on the features of each solution subset) allows to include the two types of FSA according to their outcome (see §1).

The initial list $L$ is in general built out of the original set of features and the algorithm maintains the best solution at all times (Solution). At each step, a FSA with a given search organization manipulates the list in a specific way and calls its mechanism for the generation of successors which in turn uses $J$. The result is an updated list and the eventual update of the best solution found so far. Notice that the data sample $S$ is considered global to the algorithm.

### 3.5 Space of Characteristics of a FSA

All FSA can be represented in a space of characteristics according to the criteria of: search organization ($O_{or g}$), generation of successor states ($GS$) and evaluation measures ($J$) (Fig. 4), in accordance with the description in §3.2. This space $<O_{or g}, GS, J>$ encompasses the whole spectrum of possibilities for a FSA. New proposals for evaluation measures (not expressible as a combination of the already existent) would extend the vertical axis.
gorization should be regarded as conceptual (that is to say, what is measured more than how it is measured).

Non-classical algorithms (in the context of feature selection), can also be located in this space. For example, evolutionary approaches with fitness \( J \) correspond to \(<\text{random}, \text{random}, \text{any}>\) and artificial neural networks to \(<\text{sequential}, \text{weighting}, \text{accuracy}>>\). An extensive bibliographical revision of FSAs is shown in Table 1.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SO</th>
<th>GS</th>
<th>J</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABB</td>
<td>E</td>
<td>B</td>
<td>Consistency</td>
<td>133</td>
</tr>
<tr>
<td>B&amp;B</td>
<td>E</td>
<td>B</td>
<td>Consistency</td>
<td>142</td>
</tr>
<tr>
<td>BDS</td>
<td>S</td>
<td>F/B</td>
<td>Accuracy</td>
<td>19</td>
</tr>
<tr>
<td>BEAM</td>
<td>E</td>
<td>F</td>
<td>any</td>
<td>131</td>
</tr>
<tr>
<td>BPF</td>
<td>E</td>
<td>F</td>
<td>Distance</td>
<td>57</td>
</tr>
<tr>
<td>BDDR</td>
<td>E</td>
<td>B</td>
<td>Distance</td>
<td>10</td>
</tr>
<tr>
<td>BSE</td>
<td>S</td>
<td>F/B</td>
<td>Information/Accuracy</td>
<td>131</td>
</tr>
<tr>
<td>CARDER</td>
<td>E</td>
<td>F</td>
<td>Information/Accuracy</td>
<td>12</td>
</tr>
<tr>
<td>CFS</td>
<td>E</td>
<td>F</td>
<td>Depedence</td>
<td>122</td>
</tr>
<tr>
<td>DTM</td>
<td>S</td>
<td>B</td>
<td>Information</td>
<td>11</td>
</tr>
<tr>
<td>DECORATION-2</td>
<td>E</td>
<td>F</td>
<td>Consistency</td>
<td>12</td>
</tr>
<tr>
<td>GA</td>
<td>R</td>
<td>R</td>
<td>Accuracy</td>
<td>53</td>
</tr>
<tr>
<td>K2-AS</td>
<td>S</td>
<td>F</td>
<td>Probability/Accuracy</td>
<td>50</td>
</tr>
<tr>
<td>KOLLER</td>
<td>S</td>
<td>F</td>
<td>Information</td>
<td>27</td>
</tr>
<tr>
<td>LVF</td>
<td>R</td>
<td>R</td>
<td>Consistency</td>
<td>34</td>
</tr>
<tr>
<td>LVI</td>
<td>R</td>
<td>R</td>
<td>Consistency</td>
<td>36</td>
</tr>
<tr>
<td>LVW</td>
<td>R</td>
<td>R</td>
<td>Accuracy</td>
<td>35</td>
</tr>
<tr>
<td>MDLM</td>
<td>E</td>
<td>B</td>
<td>Information</td>
<td>491</td>
</tr>
<tr>
<td>MIPS-1</td>
<td>E</td>
<td>B</td>
<td>Consistency</td>
<td>43</td>
</tr>
<tr>
<td>OBLIVION</td>
<td>E</td>
<td>B</td>
<td>Distance/Accuracy</td>
<td>30</td>
</tr>
<tr>
<td>POE-ACC</td>
<td>S</td>
<td>F</td>
<td>Dependence</td>
<td>41</td>
</tr>
<tr>
<td>PQSS</td>
<td>S</td>
<td>C</td>
<td>Accuracy</td>
<td>19</td>
</tr>
<tr>
<td>PRESET</td>
<td>S</td>
<td>W</td>
<td>Dependence</td>
<td>39</td>
</tr>
<tr>
<td>QBB</td>
<td>R/B</td>
<td>R/B</td>
<td>Consistency</td>
<td>16</td>
</tr>
<tr>
<td>RACE</td>
<td>S</td>
<td>F/B</td>
<td>Probability/Accuracy</td>
<td>40</td>
</tr>
<tr>
<td>RELIEF</td>
<td>R</td>
<td>R</td>
<td>Distance</td>
<td>25</td>
</tr>
<tr>
<td>RGSS</td>
<td>R</td>
<td>F/B</td>
<td>Accuracy</td>
<td>19</td>
</tr>
<tr>
<td>RMHC-PF1</td>
<td>R</td>
<td>R</td>
<td>Distance/Accuracy</td>
<td>51</td>
</tr>
<tr>
<td>SA</td>
<td>R</td>
<td>R</td>
<td>Accuracy</td>
<td>19</td>
</tr>
<tr>
<td>SBG</td>
<td>S</td>
<td>B</td>
<td>any</td>
<td>18</td>
</tr>
<tr>
<td>SBS</td>
<td>S</td>
<td>B</td>
<td>Distance</td>
<td>37</td>
</tr>
<tr>
<td>SBS-W</td>
<td>S</td>
<td>B</td>
<td>Accuracy</td>
<td>18</td>
</tr>
<tr>
<td>SBS-SLASH</td>
<td>S</td>
<td>B</td>
<td>Accuracy</td>
<td>13</td>
</tr>
<tr>
<td>SCHRUMMER</td>
<td>E</td>
<td>F</td>
<td>Consistency</td>
<td>47</td>
</tr>
<tr>
<td>SEGEM</td>
<td>S</td>
<td>F</td>
<td>Distance</td>
<td>48</td>
</tr>
<tr>
<td>SFG</td>
<td>S</td>
<td>F</td>
<td>any</td>
<td>18</td>
</tr>
<tr>
<td>SFFS</td>
<td>E</td>
<td>C</td>
<td>any</td>
<td>45</td>
</tr>
<tr>
<td>SFB</td>
<td>E/C</td>
<td>any</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>WINSNOW</td>
<td>S</td>
<td>W</td>
<td>Consistency</td>
<td>31</td>
</tr>
<tr>
<td>W-SBG</td>
<td>S</td>
<td>B</td>
<td>Accuracy</td>
<td>26</td>
</tr>
<tr>
<td>W-SFG</td>
<td>S</td>
<td>C</td>
<td>Accuracy</td>
<td>26</td>
</tr>
</tbody>
</table>

Table 1. Space of Characteristics of some FSA. Key: SO = Search Organization (E = Exponential, S = Sequential, R = Random), GS = Generation of Successors (F = Forward, B = Backward, C = Compound, W = Weighting, R = Random), J = Evaluation Measure.

4 Description of fundamental FSAs

In this section several of the currently most widespread FSA in machine learning are briefly described and commented on. In the following let us assume again that the evaluation measure is to be maximized.

4.1 LVF Algorithm

LVF (LAS VEGAS FILTER) [34] (<random, random, any>) repeatedly generates random feature subsets and then computes their evaluation measure. It was originally implemented with consistency of the sample as evaluation measure. The algorithm is described in Fig. 5.

Input:
max — the maximum number of iterations
J — evaluation measure
S(X) — a sample S described by X , \(|X| = n\)
Output:
L — all equivalent solutions found

\[ L := \{\} \] // L stores equally good sets
\[ \text{Best} := X \] // Initialize best solution
\[ J_0 := J(S(X)) \] // minimum allowed value of J

repeat max times
\[ X' := \text{Random\_SubSet(Best)} \] // \(|X'| \leq |\text{Best}|
if \( J(S(X')) \geq J_0 \) then
\[ \text{Best} := X' \]
\[ L := \{X'\} \] // L is reinitialized
else if \(|X'| = |\text{Best}|\) then
\[ L := \text{append\_t} (L, X') \]

end
end

Figure 5. LVF (Las Vegas Filter Algorithm).

LVW (Las Vegas Wrapper) [35] is a wrapper algorithm that uses LVF to generate candidate subsets and accuracy of an inducer as the evaluation measure.

4.2 LVI Algorithm

LVI (LAS VEGAS INCREMENTAL) [36] (<random, random, consistency>) is based on the grounds that it is not necessary to use the whole sample \( S \) in order to evaluate the measure \( J \). The algorithm departs from a portion \( S_0 \) of \( S \); if LVF finds a sufficiently good solution in \( S_0 \) then LVI halts. Otherwise the set of samples in \( S \setminus S_0 \) making \( S_0 \) inconsistent is added to \( S_0 \), this new portion is handed over to LVF and the process is iterated. Actually the evaluation measure could be any. The algorithm is described in Fig. 6.
computational savings will be modest. The authors suggest this feature is more relevant to near miss, and the least it separates big. If it is too small, after the first iteration many inconsistencies will be found and added to the current subsample, which will hence be very similar to the same or different class, respectively) and their averages are computed.

4.3 Relief Algorithm

RELIEF [25] (<random, weighting, distance>) chooses randomly an instance \( A \) of \( S \) and determines its near hit and its near miss in relation to \( S \). The former is the closest instance to \( A \) among all the instances in the same class of \( A \). The latter is the closest instance to \( A \) among all the instances in a different class. The underlying idea is that a feature is more relevant to \( A \) the more it separates \( A \) and its near miss, and the least it separates \( A \) and its near hit. The result is a weighed version of the original feature set. The basic algorithm is described in Fig. 7.

An improved version [28] is proposed (RELIEF-F) where the \( k \) more similar instances are selected (belonging to the same or different class, respectively) and their averages are computed.

4.4 SFG/SBG Algorithms

SFG (SEQUENTIAL FORWARD GENERATION) (<sequential, forward, any>) iteratively adds features to a initial subset, in such a way that improves a given measure \( J \) taking into account those features already present in the solution. Additionally, an ordered list can also be obtained. SBG (SEQUENTIAL BACKWARD GENERATION) (<sequential, backward, any>) is the backward counterpart. The algorithms are jointly described in Fig. 8.

![Figure 6. LVI (Las Vegas Incremental Algorithm).](image)

Intuitively, the portion can be neither too small nor too big. If it is too small, after the first iteration many inconsistencies will be found and added to the current subsample, which will hence be very similar to \( S \). If it is too big, the computational savings will be modest. The authors suggest \( p = 10\% \) or a value proportional to the number of features.

![Figure 7. RELIEF Algorithm.](image)

![Figure 8. SFG/SBG (Sequential Backward/Forward Generation Algorithms).](image)

The algorithms W-SFG and W-SBG (w for wrapper) use the accuracy of an external inducer as evaluation measure.
4.5 SFFS Algorithm

SFFS (Sequential Floating Forward Search) [45] (<exponential, compound, any>) is an exponential cost algorithm that operates in a sequential flavor. In each selection step SFFS performs a forward step followed by a variable number (possibly null) of backward ones. In essence, a feature is first unconditionally added and then features are removed as long as the generated subsets are the best among their respective size. The algorithm is so-called because it has the characteristic of floating around a potentially good solution of the specified size (see Fig. 9). The backward counterpart performs a backward step followed by a variable number (possibly null) of forward ones.

4.6 Focus Algorithm

The basic FOCUS [2] (<exponential, forward, consistency>) algorithm starts evaluating each singleton feature set, then each set of two features and so forth. It halts whenever a sufficiently consistent solution is found. The basic algorithm is described in Fig. 10.

The FOCUS-2 [3] algorithm introduces the concept of conflict between positive and negative examples to prune the search.

4.7 B&B Algorithm

B&B (Branch & Bound) [42] (<exponential, backward, any monotonic>) is an optimal search algorithm. Given a threshold \( \beta \) (specified by the user), the search stops at each node the evaluation of which is lower than \( \beta \), so that efferent branches are pruned.

ABB (Automatic Branch & Bound) [33] (<exponential, backward, any monotonic>) is a variant of B&B in which the threshold is automatically set. This algorithm is described in Fig. 11.

4.8 QBB Algorithm

QBB (Quick Branch and Bound) [16] (<random/exponential, random/backward, consistency>) is a hybrid algorithm composed of LVF and ABB (see §4.1 and §4.7). The basic idea consists of using LVF to find good starting points for ABB. It is expected that ABB can explore the remaining search space efficiently. The algorithm is described in Fig. 12. The authors [16] reported that QBB can be, in general, more efficient than LVF, FOCUS and ABB in terms of average execution time and selected solution.

5 Empirical Evaluation of FSAs

The first question arising in relation to a feature selection experimental design is: what are the aspects that we would like to evaluate of a FSA solution in a given data set? In this study we decided to evaluate FSA performance with respect to four particularities: relevance, irrelevance, redundancy and sample size. To this end, several fundamental FSAs are studied to assess their performance on synthetic data sets with known relevant features. Then sample data sets of different sizes are corrupted with irrelevant and/or redundant features. The experiments are designed to test the endurance of different FSAs (e.g., behaviour against the ratio number-of-irrelevant vs. number-of-relevant features).
5.1 Particularities to be evaluated

Relevance: Different families of problems are generated by varying the number of relevant features $N_R$. These are features that, by construction, have an influence on the output and whose role cannot be assumed by the rest (i.e., there is no redundancy).

Irrelevance: Irrelevant features are defined as those features not having any influence on the output, and whose values are generated at random for each example. For a problem with $N_R$ relevant features, different numbers of irrelevant features $N_I$ are added to the corresponding data sets (thus providing with several subproblems for each choice of $N_R$).

Redundance: In these experiments, a redundancy exists whenever a feature can take the role of another (perhaps the simplest way to model redundancy). This is obtained by choosing a relevant feature randomly and replicating it in the data set. For a problem with $N_R$ relevant features, different numbers of redundant features $N_R^E$ are added in a way analogous to the generation of irrelevant features.

Sample Size: It refers to the number of instances $|S|$ of a data sample $S$. In these experiments, $|S|$ is defined as $|S| = \alpha k N_T$, where $\alpha$ is a constant, $k$ is a multiplying factor, $N_T$ is the total number of features ($N_R + N_I + N_R^E$) and $c$ is the number of classes of the problem. Note this means that the sample size will depend linearly on the total number of features.

5.2 Evaluation of Performance

The score criterion expresses the degree to which a solution obtained by a FSA matches the correct solution. This criterion behaves as a similarity $s(x, y): X \times X \rightarrow [0, 1]$ in the classical sense [15], satisfying:

1. $s(x, y) = 1 \iff x = y$
2. $s(x, y) = s(y, x)$
where \( s(x, y) > s(x, z) \) indicates that \( y \) is more similar to \( x \) than \( z \).

Let us denote by \( X \) the total set of features, partitioned in \( X = X_R \cup X_I \cup X_{RR} \), being \( X_R, X_I, X_{RR} \) the subsets of relevant, irrelevant and redundant features of \( X \), respectively and call \( X^* \subseteq X \) the ideal solution. Let us denote by \( \mathcal{A} \) the feature subset selected by a FSA. The idea is to check how much \( \mathcal{A} \) and \( X^* \) have in common. Let us define \( \mathcal{A}_R = X_R \cap \mathcal{A}, \mathcal{A}_I = X_I \cap \mathcal{A} \) and \( \mathcal{A}_{RR} = X_{RR} \cap \mathcal{A} \). In general, we have \( \mathcal{A}_T = X_T \cap \mathcal{A} \) (hereafter \( T \) stands for a subindex in \( \{R, I, RR\} \)). Since necessarily \( \mathcal{A} \subseteq X \), we have \( \mathcal{A} = \mathcal{A}_R \cup \mathcal{A}_I \cup \mathcal{A}_{RR} \). The score \( S_X(\mathcal{A}) : P(X) \to [0, 1] \) will fulfill the following conditions:

- \( S_X(\mathcal{A}) = 0 \iff \mathcal{A} = X_I \)
- \( S_X(\mathcal{A}) = 1 \iff \mathcal{A} = X_R \)
- \( S_X(\mathcal{A}) > S_X(\mathcal{A}') \) indicates that \( \mathcal{A} \) is more similar to \( X^* \) than \( \mathcal{A}' \).

The score is defined in terms of the similarity in that for all \( \mathcal{A} \subseteq X, S_X(\mathcal{A}) = \langle s (\mathcal{A}, X^*) \rangle \). This scoring measure will also be parameterized, so that it can ponder each type of divergence (in relevance, irrelevance and redundancy) to the optimal solution. The set of parameters is expressed as \( \alpha = \{\alpha_R, \alpha_I, \alpha_{RR}\} \) with \( \alpha_T \geq 0 \) and \( \sum \alpha_T = 1 \).

**Intuitive Description**

The criterion \( S_X(\mathcal{A}) \) penalizes three situations:

1. There are relevant features lacking in \( \mathcal{A} \) (the solution is incomplete).
2. There are more than enough relevant features in \( \mathcal{A} \) (the solution is redundant).
3. There are some irrelevant features in \( \mathcal{A} \) (the solution is incorrect).

An order of importance and a weight will be assigned (via the \( \alpha\_T \) parameters), to each of these situations.

**Formal Description**

The precedent point (3) is simple to model: if suffices to check whether \( |\mathcal{A}_I| > 0 \), being \( \mathcal{A} \) the solution of the FSA. Relevance and redundancy are strongly related given that, in this context, a feature is redundant or not depending on what other relevant features are present in \( \mathcal{A} \).

Notice then that the optimal solution \( X^* \) is not unique, though all them should be equally valid for the score. To this end, the features are broken down in equivalence classes, where elements of the same class are redundant to each other (i.e., any optimal solution must comprise only one feature of each equivalence class).

Being \( \mathcal{A} \) a feature set, we define a binary relation between two features \( x_i, x_j \in \mathcal{A} \) as: \( x_i \sim x_j \iff x_i \) and \( x_j \) represent the same information. Clearly \( \sim \) is an equivalence relation. Let \( \mathcal{A}^* \) be the quotient set of \( \mathcal{A} \) under \( \sim \), \( \mathcal{A}^* = \{[x] \mid x \in \mathcal{A}\} \), any optimal solution \( \mathcal{A}^* \) will satisfy:

1. \( |\mathcal{A}^*| = |X_R| \)
2. \( \forall [x_i] \in \mathcal{A}^* : \exists x_j \in [x_i] : x_j \in \mathcal{A}^* \)

We denote by \( \mathcal{A}^* \) any of these solutions.

**Construction of the score**

In the present case, the set to be split in equivalence classes is formed by all the relevant features (redundant or not) chosen by a FSA. We define then:

\[
\mathcal{A}^*_R = (\mathcal{A}_R \cup \mathcal{A}_{RR})^*
\]

(equivalence classes in which the relevant features chosen by a FSA are split)

\[
X^*_R = (X_R \cup X_{RR})^*
\]

(equivalence classes in which the original set of features is split)

Let \( \mathcal{A}^*_R \sqcup X^*_R = \{[x_i] \in X_R \mid \exists x_j \in \mathcal{A}^*_R : [x_j] \subseteq [x_i]\} \) and define, for \( Q \) quotient set:

\[
F(Q) = \sum_{[x] \in Q} ([x] - 1)
\]

The idea is to express the *quotient* between the number of redundant features chosen by the FSA and the number it could have chosen, given the relevant features present in its solution. In the precedent notation, this is written (provided the denominator is not null):

\[
\frac{F(\mathcal{A}^*_R)}{F(\mathcal{A}^*_R \sqcup X^*_R)}
\]

Let us finally build the score, formed by three terms: relevance, irrelevance and redundancy. Defining:

\[
I = 1 - \frac{|\mathcal{A}_I|}{|X_I|}, \quad R = \frac{|\mathcal{A}^*_R|}{|X_R|}, \quad \text{with } \mathcal{A}^*_R = (\mathcal{A}_R \cup \mathcal{A}_{RR})^*
\]

\[
R' = \begin{cases} 0 & \text{if } F(\mathcal{A}^*_R \sqcup X^*_R) = 0 \\ \frac{1}{|X_R|} \left(1 - \frac{F(\mathcal{A}^*_R)}{F(\mathcal{A}^*_R \sqcup X^*_R)} \right) & \text{otherwise} \end{cases}
\]

for any \( \mathcal{A} \subseteq X \) the score is defined as \( S_X(\mathcal{A}) = \alpha_R I + \alpha_I R + \alpha_{RR} R' \).

**Restrictions on the \( \alpha\_T \)**

We can establish now the desired restrictions on the behavior of the score. From the more to the less severe: there are relevant features lacking, there are irrelevant features, and there is redundancy in the solution. This is reflected in the following conditions on the \( \alpha\_T \):
1. Choosing an irrelevant feature is better than missing a relevant one: \( \frac{\alpha_R}{|X_T|} > \frac{\alpha_I}{|X_T|} \)

2. Choosing a redundant feature is better than choosing an irrelevant one: \( \frac{\alpha_R}{|X_T|} > \frac{\alpha_I}{|X_T|} \)

We also define \( \alpha = 0 \) if \( |X_T| = 0 \). Notice that the denominators are important for, as an example, expressing the fact that it is not the same choosing an irrelevant feature when there were only two that when there were three (in the latter case, there is an irrelevant feature that could have been chosen when it was not).

**Practical Considerations**

In order to translate the previous inequalities into workable conditions, a parameter \( \epsilon \in (0, 1] \) can be introduced to express the exact relation between the \( \alpha_T \). Let \( \alpha_T = \frac{\alpha_T}{|X_T|} \). The following two equations have to be satisfied:

\[
\beta_R \alpha_R = \alpha_I, \quad \beta_I \alpha_I = \alpha_R
\]

for suitable chosen values of \( \beta_R \) and \( \beta_I \). In this work we take \( \beta_R = \epsilon/2 \) and \( \beta_I = 2\epsilon/3 \). This means that, at equal \( |A_R|, |A_I|, |A_R| \), \( \alpha_R \) is at least twice more important than \( \alpha_I \) (because of the \( \epsilon/2 \)) and \( \alpha_I \) is at least one and a half times more important than \( \alpha_R \). Specifically, the minimum values are attained for \( \epsilon = 1 \) (i.e., \( \alpha_R \) counts twice \( \alpha_I \)). For \( \epsilon < 1 \) the differences widen proportionally to the point that, for \( \epsilon \approx 0 \), only \( \alpha_R \) \( R \) will count on the overall score.

**6 Experimental Evaluation**

In this section we detail the experimental methodology and quantify the various parameters of the experiments. The basic idea consists on generating sample data sets with known particularities (synthetic functions \( f \)) and hand them over to the different FSAs to obtained a hypothesis \( H \). The divergence between the defined function and the obtained hypothesis will be evaluated by the score criterion. This experimental design is illustrated in Fig. 13.

![Figure 13. FlowChart of Experimental Design.](image)

**6.1 Description of the FSAs used**

The ten FSAs used in the experiments were: E-SFG, QBB, LVF, LVI, C-SBG, RELIEF, SFBG, SFG, W-SBG, and W-SFG (see Table 2). The algorithms E-SFG, W-SFG are versions of SFG using entropy and the accuracy of a C4.5 inducer, respectively. The algorithms C-SBG, W-SBG are versions of SGB using consistency and the accuracy of a C4.5 inducer, respectively. During the course of the experiments the algorithms FOCUS, B&B, ABB and LVW were put aside due to their unaffordable consumption of resources.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Search Organization</th>
<th>Generation of Successors</th>
<th>Evaluation Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>LVF</td>
<td>Random</td>
<td>Random</td>
<td>Consistency</td>
</tr>
<tr>
<td>LVI</td>
<td>Random</td>
<td>Random</td>
<td>Consistency</td>
</tr>
<tr>
<td>QBB</td>
<td>Random/Expon.</td>
<td>Random/Backward</td>
<td>Consistency</td>
</tr>
<tr>
<td>RELIEF</td>
<td>Random</td>
<td>Weighting</td>
<td>Distance</td>
</tr>
<tr>
<td>C-SBG</td>
<td>Sequential</td>
<td>Backward</td>
<td>Consistency</td>
</tr>
<tr>
<td>E-SFG</td>
<td>Sequential</td>
<td>Forward</td>
<td>Entropy</td>
</tr>
<tr>
<td>SFBG</td>
<td>Exponential</td>
<td>Compound</td>
<td>Consistency</td>
</tr>
<tr>
<td>SFG</td>
<td>Exponential</td>
<td>Compound</td>
<td>Consistency</td>
</tr>
<tr>
<td>W-SBG</td>
<td>Sequential</td>
<td>Backward</td>
<td>Accuracy(C4.5)</td>
</tr>
<tr>
<td>W-SFG</td>
<td>Sequential</td>
<td>Forward</td>
<td>Accuracy(C4.5)</td>
</tr>
</tbody>
</table>

Table 2. FSAs used in the experiments.

**6.2 Modifications to the FSA**

For purposes of comparison, some modifications were performed to the FSAs, without affecting the nucleus of each algorithm. On the other hand, a filtering criterion was established to binarize the outputs of the algorithms that give a linear order of features.

**Resource:** We consider that all the FSAs should have approximately the same opportunities to compete, in what regards the computational resources. This means the exponential algorithms can be finished before its natural stopping condition. In our case, this only happens to the QBB algorithm, which may be forced to give the best solution obtained until that moment. For the case of LVI, it should be pointed out that only 50% (on average) of the data set is sampled, so that double resources are assigned.

**Filtering Criterion:** Since RELIEF and E-SFG give as output an ordered list of features \( x_i \) according to their weight \( w_i \), a filtering criterion is necessary to transform this solution to a subset of features. The procedure used here is simple: since the interest is in determining a good cut point, first those \( w_i \) further than two variances from the mean are discarded (that is to say, with very high or very low weights). Then define \( s_i = w_i + w_{i-1} \) and \( s_j = \sum_{i=2}^{j} s_i \). The objective is to search for the feature \( x_j \) such that:
The cut point is then set between \( x_j \) and \( x_{j+1} \).

6.3 Implementations of Data Families

A total of twelve families of data sets were generated studying three different problems and four instances of each, by varying the number of relevant features \( N_R \). Let \( x_1, \ldots, x_n \) be the relevant features of a problem \( f \). The selected problems are:

**Parity**: This is the classic binary problem of parity \( n \), where the output is \( f(x_1, \ldots, x_n) = 1 \) if the number of \( x_i = 1 \) is odd and \( f(x_1, \ldots, x_n) = 0 \) otherwise.

**Disjunction**: A disjunctive task, with \( f(x_1, \ldots, x_n) = 1 \) if \( (x_1 \land \cdots \land x_{m'}) \lor (x_{m'+1} \land \cdots \land x_n) \) with \( n' = n \div 2 \) if \( n \) is even and \( n' = (n \div 2) + 1 \) if \( n \) is odd.

**GMonks**: This problem is a generalization of the classic monks problems [52]. In its original version, three independent problems were applied on sets of \( n = 6 \) features that take values of a discrete, finite and unordered set (nominal features). Here we have grouped the three problems in a single one computed on each segment of 6 features. Let \( n \) be multiple of 6, \( k = n \div 6 \) and \( b = 6(k'-1) + 1 \), for \( 1 \leq k' \leq k \). Let us denote for “1” the first value of a feature, for “2” the second, etc. The problems are the following:

1. \( P1 : (x_b = x_{b+1}) \lor x_{b+4} = 1 \)
2. \( P2 : \) two or more \( x_i = 1 \) in \( x_b \cdots x_{b+5} \)
3. \( P3 : (x_{b+4} = 3 \land x_{b+3} = 1) \lor (x_{b+4} \neq 3 \land x_{b+1} \neq 2) \)

For each segment, the boolean condition \( P2 \land \neg(P1 \land P3) \) is checked. If this condition is satisfied for \( s \) or more segments with \( s = n_s \div 2 \) (being \( n_s \) the number of segments) the function \( Gmonks \) is 1; otherwise, it is 0.

6.4 Experimental Setup

The experiments were divided in three groups. The first group refers to the relationship between irrelevance vs. relevance. The second refers to the relationship between redundancy vs. relevance. The last group refers to sample size. Each group uses three families of problems (Parity, Disjunction and GMonks) with four different instances for each problem, varying the number of relevant features \( N_R \).

**Relevance**: The different numbers \( N_R \) vary for each problem, as follows: \( \{4, 8, 16, 32\} \) (for Parity), \( \{5, 10, 15, 20\} \) (for Disjunction) and \( \{6, 12, 18, 24\} \) (for GMonks).

**Irrelevance**: In these experiments, we have \( N_I \) running from 0 to 2 times the value of \( N_{IR} \), in intervals of 0.2 (that is, eleven different experiments of irrelevance for each \( N_{IR} \)).

**Redundance**: Similarly to the generation of irrelevant features, we have \( N_{IR} \) running from 0 to 2 times the value of \( N_{IR} \), in intervals of 0.2.

**Sample Size**: Given the formula \( |S| = \alpha k N_T e \) (see §5.1), different problems were generated considering \( k \in \{0.25, 0.5, 0.75, 1.0, 1.25, 1.75, 2.0\} \), \( N_T = N_R + N_I + N_{IR} \), \( e = 2 \) and \( \alpha = 20 \). The values of \( N_I \) and \( N_{IR} \) were fixed as \( N_I = N_{IR} = N_{IR} \div 2 \).

6.5 Results

Due to space reasons, only a sample of the results are presented, in Fig. 14. In all the plots, each point represents the average of 10 independent runs with different random data samples. The Figs. 14(a) and (b) are examples of irrelevance vs. relevance for four instances of the problems, (c) and (d) are examples of redundancy vs. relevance and (e) and (f) are examples of sample size experiments. In all cases, the horizontal axis represents the ratios between these particularities as explained above. The vertical axis represents the average results given by the score criterion.

- In Fig. 14(a) the C-SBG algorithm shows at first a good performance but clearly as the irrelevance ratio increases, it falls dramatically (below the 0.5 level from \( N_I = N_{IR} \) on). Note that for \( N_I = 4 \) performance is always perfect (the plot is on top of the graphic).
- In contrast, in Fig. 14(b) the RELIEF algorithm presents very similar and fairly good results for the four instances of the problem, being almost insensitive to the total number of features.
- In relation to redundancy vs. relevance, in Fig. 14(c) the LVF algorithm presents a very good and stable performance for the different problem instances of Parity.
- In 14(d) we observe that QBB tends to a poor general performance in the Disjunction problem when the total number of features increases.
- The plots in Figs. 14(e) and (f) show additional interesting results because we can appreciate the curse of dimensionality effect [23]. In these figures, LVI and W-SFG present an increasingly poor performance (see the figure from top to bottom) with the number of features provided the number of examples is increasing in a linear way. However, in general, as long as more examples are added performance is better (see the figure from left to right).
A summary of the results is displayed in Fig. 15 for the ten algorithms, allowing for a comparison across all the sample datasets with respect to each studied particularity. Specifically, Figs. 15(a), (c) and (d) show the average score of each algorithm for irrelevance, redundancy and sample size, respectively. Moreover, Figs. 15(b), (d) and (f) show the same average weighted by $N_K$ in such a way that more weight is assigned to more difficult problems.

In each graphic there are two keys: the key to the left shows the algorithms ordered by total average performance, from top to bottom. The key to the right shows the algorithms ordered by average performance on the last abscissa value, also from top to bottom. In other words, the left list is topped by the algorithm that wins on average, while the right list is topped by the algorithm that ends on the lead. This is also useful to help reading the graphics.

- Fig. 15(a) shows that RELIEF ends up on the lead of the irrelevance vs. relevance problems, while SFFG shows the best average performance. The algorithm W-SFG is also well positioned.
- Fig. 15(c) shows that the algorithms LVF and LVI together with C-SBG are the overall best. In fact, there is a bunch of algorithms that also includes the two floating and QBB showing a close performance. Note how RELIEF and the wrappers are very poor performers.
- Fig. 15(e) shows that the wrapper algorithms seem to be able to extract the most of the data when there is a shortage of it. Surprisingly, the backward wrapper is just fairly positioned on average. The forward floating algorithm is again quite good on average, together with C-SBG. However, all of the algorithms are quite close and show the same kind of dependency to the data. Note the general poor performance of E-SFG, due to the fact that it is the only algorithm that computes its evaluation measure (entropy in this case) independently for each feature.
- The weighed versions of the graphics do not seem to alter the picture very much. A closer look reveals that the differences between algorithms have widened. Very interesting is the change for RELIEF, that takes the lead both on irrelevance and sample size, but not on redundancy.

7 Conclusions

The task of a feature selection algorithm (FSA) is to provide with a computational solution to the feature selection problem motivated by a certain definition of relevance. This algorithm should be reliable and efficient. The many FSAs proposed in the literature are based on quite different principles (as the evaluation measure used, the precise way to explore the search space, etc) and loosely follow different definitions of relevance.

In this work a way to evaluate FSAs was proposed in order to understand their general behaviour on the particularities of relevance, irrelevance, redundancy and sample size of synthetic data sets. To achieve this goal, a set of controlled experiments using artificially generated data sets were designed and carried out. The set of optimal solutions is then compared with the output given by the FSAs (the obtained hypotheses). To this end, a scoring measure was defined to express the degree of approximation of the FSA solution to the real solution. The final outcome of the experiments can be seen as an illustrative step towards gaining useful knowledge that enables to decide which algorithm to use in certain situations.

In this vein, it is shown the different behaviour of the algorithms to different data particularities and thus the danger in relying in a single algorithm. This points in the direction of using new hybrid algorithms or combinations thereof for a more reliable assessment of feature relevance.

As future activities, this work can be extended in many ways to carry up richer evaluations such as considering features strongly correlated with the class or with one another, noise in the data sets, other kinds of data (e.g., continuous data), missing values, and the use of combined evaluation measures.
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Figure 14. Some results of the experiments.
Figure 15. Results ordered by total average performance on the data sets (left inset) and by end performance (right inset). Figs. (b), (d) and (f) are weighed versions of (a), (c) and (e), respectively.