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ABSTRACT
We propose an algorithm to predict users' future bookmark-
ing using social bookmarking data. It is a problem that
primitive collaborative �ltering cannot exactly catch users'
preferences in social bookmarkings containing enormous items
(URLs) because in many cases user's adoption data is sparse.
There can be various in�uences on bookmarking such as ef-
fects from the environment and changes in user preference.
We use temporal sequence among the bookmarking-users to
represent word-of-mouth and among the bookmarked-URLs
to represent user's interest, and model each sequential order
as a continuous-time Markov chain. This idea comes from
di�usion of innovation theory. A transition probability from
a state (user/URL) to another state is de�ned by the tran-
sition rate calculated from the time taken for the transition.
We predicted user's preferences through a combination of
estimating the most likely transition between users using
URLs as input and between URLs using users as input. We
conducted evaluation experiments with a social bookmark-
ing service in Japan called Hatena bookmark. The proposed
algorithm predicts users' preferences with higher accuracy
than collaborative �ltering or simple transition models based
on either user or URL.

Categories and Subject Descriptors
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General Terms
Algorithm, Experimantation
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1. INTRODUCTION
As it becomes easier for people to post information on

the web through blogs, online bulletin boards, and content-
sharing websites, the amount of available content continually
increases. In addition, there are various online services such
as the online store Amazon.com 1 and the movie sharing-site
YouTube 2, and recently new services for cloud computing
are appearing. The web is approaching a state of infoglut.
On one hand, the increase of content that is useful or at-
tractive to users is good; on the other hand, much of the
content is useless, including spam blogs (splog), and gets in
the way of accessing the useful content.
Recommender systems are one type of solution to infog-

lut; they extract useful content for users and suggest them
in a form adjusted to the interests of the users. They have
been used to recommend many types of content: not only
web pages, but also products and movies. Recommender
systems are classi�ed into two main types: content-based
�ltering and collaborative �ltering [1]. The former recom-
mends items which have similar properties to a user's tastes.
The latter calculates a prediction for the active user (the user
who receives the prediction) from ratings by like-minded
users (users who share the same rating patterns as the ac-
tive user). The user's tastes must be learned to structure a
recommender system.
Recently social bookmarking sites such as del.icio.us 3 and

Digg 4 are receiving attention as systems to organize web
pages. Social bookmarking is di�erent from bookmarking
in browsers; users publish their bookmarked pages and can
share them with the general public. Most social bookmark
services encourage users to organize their bookmarks with
informal tags. Thus web pages are categorized based on
tags or on the users who bookmarked them. A user can �nd
interesting web pages by referring to the bookmarks of users
who have interests similar to the user, or by referring to web
pages with tags that are similar to the tags attached to web
pages the user has bookmarked.
Bookmarking is a behavior to save web pages which a user

wants to reread later, and thus it re�ects the user's tastes.
In this paper, we analyze a user's tastes by social book-

1http : //www.amazon.com/
2http : //www.youtube.com/
3http : //del.icio.us/
4http : //digg.com/
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marking data and propose a method to predict web pages
which the user will save on the social bookmarking site. If
our predictions are accurate, we will be able to recommend
interesting web pages to users.
Because new items arrive on the web frequently, it is im-

portant to recommend just the new and worthwhile items
out of the large number available. Many research studies
have proposed time-line based methods and have achieved
some success. For example, a method may be based on tran-
sitions of a user's preference, or on the order of adopters
[20, 23]. However a user's bookmarking behavior can be in-
�uenced by numerous factors such as word-of-mouth from
others and characteristics of the items. A single transition
model cannot consider all these factors.
Thus we propose a method to predict a user's preferences

through a combination of estimating the most likely transi-
tions between users using URLs as input and between URLs
using users as input. We conducted experiments to predict
user's bookmarking behavior with a dataset from a Japanese
social bookmarking service called Hatena bookmark. Our
method provides better accuracy than existing methods with
one transition model or collaborative �ltering.
This paper is organized as follows: the next section ex-

plains the characteristics of social bookmarks and the def-
inition of transition on social bookmarking. In Section 3,
we describe a model to predict users' preferences with the
transition model. We conduct evaluation experiments and
show the e�ect of our model in Section 4. After a describing
related studies about recommender systems in Section 5, we
conclude the paper.

2. RELATED WORK
Recommender systems, predicting which items a user will

like and suggesting them, have been studied since the early
1990s [7, 21]. Many recommendation methods have been
proposed based on di�erent kinds of information or scenarios
[1]. For example, Fab [3] builds a preference pro�le for a user
based on contents which he has adopted, and recommends
web pages with a collaborative �ltering method based on
the similarity of his preferences to other persons. A study to
predict which blogs a user reads willingly was performed by
examining comments and the trackback network structure
[2]. In addition, various online services such as Amazon.com
or YouTube have their own techniques for recommending
books or movies from the user's browsing history on their
sites [15].
Recommender systems are classi�ed into two main types:

collaborative �ltering and content-base �ltering. In partic-
ular, collaborating �ltering can use various kinds of data, so
numerous collaborative �ltering algorithms have been de-
signed to identify users' preferences [19]. Some research has
studied how to measure the similarity between users [13].
Other studies have used complex machine-learning methods
[6]. Collaborative �ltering su�ers from the cold-start prob-
lem: new users have to build up pro�les before the �ltering
is e�ective. To solve this problem, [4, 18] proposed using
bots or hybrid systems with content-based �ltering.
However it is di�cult to extract a user's tastes from web

page recommendations. It is necessary to use the original
data of the services or to browse web pages through a proxy
server to obtain the user's preferences from these recommen-
dation methods. In contrast, social bookmarking services
allow users to save their favorite web pages in their book-

marks according to their tastes. Thus these services have
attracted attention in recent years as a way to learn the in-
terests of the user or to follow trends in the web. Golder
performed statistical analysis of Folksonomy including the
social bookmark services [8]. Hotho et al. extracted the
tastes of users abstractly using tag information and web page
ranks [10]. Markines et al. proposed a web page recommen-
dation method using social bookmarking data [16]. They
scored web pages by similarity between users, popularity,
and novelty. Noll et al. proposed a technique to personalize
search which used social bookmarking data [17]. Studies to
improve the precision of a search or a recommendation by
resolving ambiguities in tags freely attached by users have
also been done [5, 12, 14].
In this paper, we propose a method to predict a user's

preferences through the combination of estimating the most
likely transitions between users using URLs as input and
between URLs using users as input. In recent years, the
number of services including chronological order informa-
tion, such as blogs, folksonomies, and online stores, has in-
creased. Consequently recommendation techniques based
on changes in the time of adoption by users have been pro-
posed. Pavlov et al. predicted a user's tastes by applying a
maximum entropy model to chronological data [20]. Shani
et al. and Iwata et al. made a prediction based on a Markov
model [23, 11, 9]. Song et al.[24] also captured the sequen-
tial order among users who adopted an item in a Markov
process and calculated the transition rate based on di�usion
of innovation theory [22]. We model the process of a user
deciding to save a web page by applying Markov process
analysis techniques to both transitions between items and
between users in the social bookmark data, and predict the
user's preferences.

3. TWO TRANSITION PROCESSES IN SO-
CIAL BOOKMARKING

In this paper, we propose an algorithm based on the two
transition processes between users and between items in so-
cial bookmarking. This section explains these transition
processes.

3.1 Transition process between users
We assume that there are innovators who bookmark pages

earlier than others and followers who bookmark the same
pages later than innovators in social bookmarking. We de-
�ne this sequence, user cj saves the page after user ci, as a
transition process between users ci → cj .
We observed this transition process in our inspection of

the data of a Japanese social bookmarking service called
Hatena bookmark 5. We de�ne the user who �rst saves each
page as an innovator. The number of innovators was 11,058
for all 484,741 web pages. Figure 1 shows the changing rate
of increase in cumulative number of URLs (eq. 1) caused by
including more innovators, in descending order of |Sċ|. |Sċ|
denotes the number of web pages where the innovator is ċ.
In the summation of eq. 1, ċ denotes an innovator and Ċ
denotes the set of innovators.

1

484741

∑
ċ∈Ċ

|Sċ| (1)

5http : //b.hatena.ne.jp/
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About 80% of all pages are �rst saved by 1,888 innovators
who comprise only about 12% of all users. This means there
can be some transition patterns of users.
In addition, there is a tendency for the innovator to be

di�erent for each topic. Table 1 shows the relation between
innovator and the pages which the innovator saved earlier
than anyone else. User #579 tends to be an innovator for
pages about software technology; user #2558 tends to be
an innovator for pages about IT related news. Thus the
transitions between users can be di�erent for di�erent web
page topics.

3.2 Transition process between web pages
We assume some kind of a sequence between bookmarked

web pages, and we treat that sequence as a transition pro-
cess between web pages. We de�ne the transition process
between pages si → sj as a tendency for page sj to be
bookmarked after page si by many users. We calculate the
average time of bookmarking for page s as follows, where
|s| is the number of bookmarks for s and tci·s is the time of
bookmarking of s by user ci. Fig. 2 shows the time-lag of
all bookmarkings of every page from t̄s.

t̄s =
1

|s|
∑

tci·s

Note that we use only 268,870 bookmarking data consisting
of 7,727 users who saved over 30 pages and 7,918 pages saved
by over 30 users.
About half of all bookmarkings (133,080) were saved within

100 hours before or after the average bookmark time, and
207,756 bookmarkings accounting for about 80% of the to-
tal were saved within 600 hours before or after the average
bookmark time. The probability for a page to be book-
marked suddenly falls after the average bookmark time, so
that we can see that many pages are not bookmarked in
the long term. Therefore we can expect that there are se-
quences between the pages; many users begin to save a new
and popular page when it appears.
We de�ne the URLs which each user saved �rst as ini-

tial pages. Figure 3 shows the changing rate of increase in
the cumulative number of initial pages (eq. 2) caused by
increasing the number of innovators in descending order of
Nṡ. (ṡ denotes an initial page, Ṡ denotes the set of initial
pages, |Cṡ| denotes the number of users whose initial page
is ṡ.)

1

268870

∑
ṡ∈Ṡ

|Cṡ| (2)

3,876 users accounting for about half of all users have saved
at �rst 254 pages, which is only about 3% of all 7,918 pages.
This means there can also be some transition patterns of
bookmarked web pages.

4. BEHAVIOR TRANSITION MODEL
Our prediction method is based on these two transition

processes. We predict the probable URLs that the users will
bookmark by modeling these processes. For the modeling
of the transition process, we use the information di�usion
theory based on the di�usion rate suggested in [24]. In this
section, we explain the technique of [24] and subsequently
propose our method.

Table 1: Titles of web pages which the innovator saved be-
fore anyone else.

Inno-
vator
ID

Title of web page

(software technology)
• [HOWTO] To use ADO on Visual Basic or VBA
in Excel data

579 • VB related technology - DirectX, ADO.NET,
Excel, SAPI
• Accessing to local data and remote data on
ClickOnce applications
(IT related news)
• Internet shopping 2006 (digest version)

2558
• Survey of Video Research Ltd. - 40% of uses of
Wikipedia is searching a personal name
• Survey in U.S. - Advertising market in the Web
continues to grow. Banner ads are on a decline.
(blog posts of content arranged from writings in
an internet forum)
• Thread to collect funny jokes

3666 • Why is the boom of creating Flash movies by
amateurs over?
• Thread to collect pictures of magni�cent scenery

4.1 Information flow modeling based on dif-
fusion rate

4.1.1 Model of transition process based on CTMC
The method of [24] (rate-based information �ow model,

RIF) captures a transition process between users where a
di�erent user adopts (the bookmark in this paper) an item
(the web page in this paper) with a continuous time Markov
chain (CTMC). The transition probability between user i
and j means how likely it is that j will adopt an item after
i adopts the item. This is based on di�usion of innovation
theory [22].
By the di�usion of innovation theory, adopters are classi-

�ed into 5 categories based on the time that he/she adopts it
in the process of an innovation occurring and di�using in a
community. They are (1) innovators, (2) early adopters, (3)
early majority, (4) late majority, and (5) laggards. At �rst,
innovators, the novelty hunters, adopt an innovation and
then early adopters with high social status in the commu-
nity judge its value and follow. Then the innovation di�uses
successively into the early majority, late majority, and con-
servative laggards. In terms of CTMC models, innovators
and early adopters have a high transition probability to oth-
ers, and late majority and laggards have a lower transition
probability to others (Fig. 4).
In a CTMC, X(t + δ), the state at time t + δ, does not

depend on history x(h) (0 ≤ h ≤ t) but only on the state at
time t.

P{X(t+ δ) = j|X(t) = i,X(h) = x(h), 0 ≤ h ≤ t}
= P{X(t+ δ) = j|X(t) = i}

Therefore the transition probability matrix Q is calculated
as follows where Pij(δ) denotes the transition probability
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Figure 1: Cumulative number of users
who saved initial URLs.
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Figure 2: Time-lag from average time
of bookmarking.
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Figure 3: Cumulative number of URLs
saved by innovators.

from state i to j in time δ 6.

Q =

 q00 q01 · · ·
q10 q11 · · ·
...

...
. . .


qij = lim

∆t→0

P{Xt+∆t = j|Xt = i}
∆t

= lim
∆t→0

Pij(∆t)

∆t
(i ̸= j)

When the chain leaves state i with rate qi, it must enter
some other states. The rate qi is called the out-state rate.

qi,i = −qi = −
∑
j ̸=i

qi,j (3)

The relation between transition rate q and transition prob-
ability P is

Pij =
qi,j
qi

(i ̸= j), 0(i = j) (4)

We calculate a transition probability from data to model
the transition process with a CTMC, and then calculate
the transition rate matrix. We calculate the rate of not
transiting to any other state using the time Ti that the item
remains in the state (user) i (meaning nobody adopts the
item after i).

1

qi
= Ti

We calculate a transition probability from state i to j as
follows.

Pij = qi exp(−qitij)

tij means time taken to transit from i to j; this transition
is approximated by a Poisson process. We can model the
transition process between users with transition rate matrix
Q.

4.1.2 Prediction with transition model
The prediction of adoption is based on the score of a util-

ity function [1]. The utility function measures the usefulness
(the predictive rating, or whether to adopt or not in the fu-
ture) of an item to a user. RIF integrates the transition
probability for a calculation of the utility based on the tran-
sition model. At �rst the transition probability P (t) when
only time t passes is calculated as follows.

P (t) = etQ

6We assume the chain is time-homogeneous and the transi-
tion probability does not depend on the initial state.

c k
1/4

c l

1/2

c m

1/42/3

c j
1/3

c i

T

innovator

early adopter early majority

Figure 4: Transitions between users.

Table 2: Prediction with RIF.
algorithm Prediction with RIF
input
S = (A1,A2, . . . ,An)

(Ai: user ci's adoption data with timestamp)
output
L(τ): utility score

begin
1) Estimate the out-state rate by Eq.3
2) Estimate transition probability and qij by Eq.4
3) Generate transition rate matrix Q
4) Calculate the utility by Eq.5
end

The state transition that can occur before time τ passing
from an initial state is calculated by integrating the transi-
tion probability. RIF uses this value of this integral (follow-
ing L(t)) for the utility and recommends the items which
have high utility and have not been adopted yet. I is the
identity matrix.

P ′(t) = P (t)Q, P (0) = I

L(τ) =

∫ τ

0

P (t)dt (5)

4.2 Two extensions
Because RIF classi�es the users who easily lead a tran-

sition and those who are unlikely to lead a transition by
considering the transition rate for every user, we think it is
e�ective to apply RIF to social bookmarking data in which
there are the relations of the innovators and followers. We
propose to extend the prediction model by adding two fea-
tures.

• Prediction by transitions between web pages.

• Clustering of users and web pages.

1744



Figure 5: Transition between web pages.

4.2.1 Prediction based on transition between web pages
The �rst extension is to use the transition process between

web pages which we expect to exist. Transitions between
users are straightforward as can be seen in Fig. 3, but there
are surely some initial pages that are frequently saved at
�rst. Therefore, we apply RIF to transitions between pages.
We can do a prediction based on the probability of sequen-
tial adoption: users tend to adopt one item after adopting
another item (Fig. 5).

4.2.2 Clustering of users and web pages
The second extension is to cluster users and web pages.

The purpose of this clustering is to use the supposed ten-
dency of transitions between some items to be common among
some users.
This is based on a tendency for the topics in which a user

is likely to become the innovator to be di�erent for every
user. In addition, in [24] they use the data of MovieLens
7 (256 ratings par movie and 166 ratings per user on aver-
age) and the log data of a knowledgebase system to support
sales sta� with registered documents. Compared to our so-
cial bookmarking data (6 bookmarkings per page and 205
bookmarks per user on average), those data are abundant.
When we apply the model to sparse data, there is a possi-
bility that we cannot model transitions adequately.
Therefore we build a transition model after clustering

users and items as follows.

• User clustering: We build transition models between
pages for every user cluster. Each transition model
includes pages which users in the cluster have book-
marked as states.

• Web page clustering: We build transition models be-
tween users for every web page cluster. Each transition
model includes users who bookmarked the web pages
in the cluster as states.

We cluster pages based on the similarity among users who
bookmark the page, and cluster users based on the similarity
among pages which the user bookmarked.

4.3 Combined prediction model of transitions
between users and web pages

We show the algorithm of our method below. We esti-
mate the utility by combining estimates from each transition
model between users and pages through applying RIF.

1. Cluster users to build a transition model between pages,
and cluster pages to build a transition model between
users.

7http : //www.movielens.org/

Table 3: Prediction with proposed model.
algorithm Prediction with proposed model
input
S = (A1,A2, . . . ,An)

(Ai: user ci's adoption data with timestamp)
output
∀c,∀s, u(c, s): utility score

begin
1) Cluster users and web pages.
2) Estimate utility scores for each clusters in both tran-
sition models by Eq.5
3) Estimate the combined utility score by Eq.6
end

2. Calculate the transition probability and transition rate
matrix in every cluster for both transition models.

3. Estimate uc(c, s), the utility of item s to user c from
the transition rate matrix of the transition between
users model. Estimate us(c, s), the utility of item s to
user c from the transition rate matrix of the transition
between pages model.

4. Assume that the transitions between users and the
transitions between pages are independent events, and
estimate u(c, s), the utility of item s to user c, by the
product of the utilities from both transition models.

u(c, s) = (1 + uc(c, s)) · (1 + us(c, s)) (6)

5. EVALUATION EXPERIMENT

5.1 Experiment set-up
We conducted evaluation experiments with the data of

Hatena bookmark, one of the social bookmark services in
Japan. The period of the data is from March, 2005, to Oc-
tober, 2006. We used 268,870 bookmarking events including
7,727 users who saved more than 30 pages and 7,918 pages
saved by over 30 users to model transitions. This was be-
cause we cannot build accurate transition models for pages
with few bookmarking users or users with few bookmarked
pages.
To demonstrate the performance of our recommendation

algorithm, we divided the dataset into a training set and a
test set. We used the training set to build a transition model
and the test set to demonstrate the prediction performance.
The period of the training set was three months and that
of the test set was the one next month. This is based on
the consideration that we can model a transition process
between users for many pages from the data in three months,
because 80% of the bookmarking of a certain web page is
done in 1,200 hours (= 50 days). We set the test periods as
Oct. 2005, Jan. 2006, Feb. 2006, Jul. 2006, and Oct. 2006,
and the training periods as the previous three months for
each.
We evaluated the accuracy of prediction by precision. Pre-

cision is calculated by eq.7 where U denotes the set of users
in the training period, ŝc denotes the top 10 pages by utility
score for each user c ∈ C, and sc denotes the pages which c
bookmarks in the test period.∑

c∈C |ŝc ∩ sc|
|C| × 10

(7)
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5.2 Effect of clustering
First we examined the e�ects of clustering by users and

pages in RIF. Figure 6 shows the result of page clustering
for RIF on transitions between users (RIFu), and Figure 7
shows the results of user clustering for RIF on transitions
between pages (RIFr). In these �gures, the x-axis denotes
the test period; for instance, we constructed a transition
model between users and URLs using the data from August
2005 to September 2005 to predict the user's bookmarking
in October 2005, when the corresponding value on the x-axis
was 0510. We clustered both users and pages with a group
average method based on the Jaccard similarity coe�cient
8.
For the prediction by all transitions, precision was highest

when the number of the clusters was 3 or 4 and improvement
of the precision by clustering was demonstrated. We could
�nd clusters of pages including news articles, pages including
engineering topics such as software technology, pages of blog
posts, and so on. They are similar to Table 1. User clusters
are also the sets of users who bookmark many pages with
similar topics such as software technology. Because the pat-
tern of transition between users/pages di�ers among genres,
clustering improves the precision.
On the other hand, RIF with large numbers of clusters

of users/pages reduces the accuracy. In the case of page
clustering, when the number of clusters became high, some
clusters included few pages and thus we could not build ap-
propriate transition models to estimate utilities. The pages
to be included for either training period were around 500-
1,000 9. Some clusters included few users when the number
of user clusters was high. Small clusters with less than 10
members appeared when the number of clusters was over
5, so it seems to be hard to build appropriate transition
models.

5.3 Effect of combination of transitions
We compared our proposed method with the other ex-

isting methods, collaborative �ltering (CF) and RIF (ei-
ther transitions between users or transitions between pages)
without clustering.
In CF, we measured the similarity sim(si, sj) between two

pages si, sj by the Jaccard coe�cient for the bookmarking
users and calculate the utility as

ucf (c, s) =
1

|C′|
∑

c′∈C′

sim(c, c′) · ucf (c
′, s)

where C′ denotes the top 50 similar-preference (the Jaccard
coe�cient is high) users. We extracted the top 10 pages
by utility which had not been saved yet for every user and
calculated the precision (eq.7). We show the precision of our
method and comparison with other techniques in Fig. 8. In
comparison with CF, all the methods using RIF give higher
precision. CF cannot discriminate between newer and older
pages, so CF estimated high utility for pages which were
bookmarked early in the training period. Although RIFr
does not have a clear sequential order like the innovators in

8Where sci , scj denotes the set of pages which user ci, cj
bookmarks, the Jaccard similarity coe�cient between ci, cj

is J(ci, cj)
|sci∩scj |
|sci∪scj |

.
9We eliminated the pages which were not bookmarked by
more than 10 users to prevent isolated clusters.

RIFu, Rifr and RIFu both performed with higher precision
than CF.
In comparison of RIFu/RIFr with the combination of RIFu

and RIFr without clustering, the combined method per-
formed with almost the same precision as RIFu. Both meth-
ods estimated high utility for similar pages which appeared
late in the training period. Because the e�ect of RIFr is al-
most covered by RIFu, the precision of RIFr does not exceed
that of RIFu.
When we clustered users/pages (we set the number of clus-

ters as 4 for pages and users because this gave the highest
precision in the result of the foregoing paragraph) and com-
bined both transition models, the precision of prediction was
higher than the precision of the method without cluster-
ing for all periods. This was because the transition model
between pages was built more properly by clustering. Al-
though there is a strong tendency for the pages bookmarked
by innovators to di�use (be adopted by other users) immedi-
ately based on the transition between users, there are some
pages which are bookmarked based not on innovators but on
the user's tastes. RIFu tends to predict recent and popular
pages with high utility, but the combined method can some-
times predict such pages as well. So the combined method
produces the best result.

6. CONCLUSIONS
In this paper, we focused on the temporal sequence of

users saving pages and web pages saved by users in a so-
cial bookmarking service and proposed a method to predict
the pages that a user will save in the future. Our method
is inspired by an existing work, which models the sequen-
tial order with a continuous time Markov model and esti-
mates the probability that a user will adopt an item by the
transition probability. Considering that there are various
in�uences on a user's bookmarking behavior, our method
combined two transition models: transitions between users
and between web pages. As a result, our method improved
the accuracy of bookmarking prediction in comparison with
existing methods.
Our utility function (eq. 6) was a simple multiplication

without normalization, but it could show the availability
of a combination of two transitions. Other factors such as
trends and geographical properties may a�ect the transition
process. In future work, we need to try to understand the
transition process in more detail and improve the utility
function. Then, we will build a more accurate model of the
transition of adoption, and the performance will be better.
Our method can be applied to various behavioral datasets.

Thus future studies will include a comparative study of dif-
ferent social bookmarking services and other adoption data
such as a user log in an online store to investigate the gen-
erality of our �ndings.
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