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SUMMARY This paper explores some possibilities of using
real-time processing of users’ physiological signals in order to
improve the interaction with character-based interfaces. Specifi-
cally, interfaces that adapt to or reflect a user’s affective state as
derived from the user’s autonomic nervous system activity will
be discussed. The ‘Emotion Mirror’ is an example of a system
where the user’s emotions are reflected back to the user, and
hence allows to train emotion management and regulation. The
‘Emphatic Companion’ is an extension of the previous system
employing a decision-theoretic embodied agent that adapts its
behavior depending the recognized emotional state of the user,
e.g. by giving support and encouragement. A simple virtual job
interview scenario has been implemented to illustrate the poten-
tial of considering physiological data of users in real-time.
key words: Affective Computing, adaptive user interfaces, real-
time emotion recognition, autonomic nervous system (ANS),
bio-signals, life-like characters, decision networks, web-based en-
vironments.

1. Introduction

The idea of a computer ‘sensing’ the user’s autonomic
nervous system (ANS) activity is becoming increas-
ingly popular in the human-computer interface com-
munity, partly because of the availability of affordable
high-specification sensing technologies, and also due to
the recent progress in interpreting users’ physiological
states as affective states (Picard [13]). The general vi-
sion is that if a user’s emotion could be recognized by
the computer, human-computer interaction would be-
come more natural, enjoyable, and productive. The
computer could offer help and assistance to a confused
user or try to cheer up a frustrated user, and hence
react in more appropriate ways.

Our particular interest concerns interfaces that fea-
ture an embodied agent, or life-like character, as an in-
teraction partner of the user. This type of ‘social inter-
face’ has been shown to enrich human-computer inter-
action in a wide variety of applications (see Prendinger
and Ishizuka [15] for a recent overview). We may dis-
tinguish at least four modes of usage of a user’s ANS
activity for character-based interfaces.

†The authors are with the Department of Information
and Communication Eng., Graduate School of Information
Science and Technology, University of Tokyo, 7-3-1 Hongo,
Bunkyo-ku, Tokyo 113-8656, Japan.

††The author is an internship student visiting the first
author, supported by a grant of INWENT GmbH, Germany
(formerly called Carl Duisberg Society).

First, a user’s physiological data can be used to
track the impact of a character-based interface on the
affective state of the user.∗ We recently conducted an
experimental study which shows that emphatic agent
behavior after the occurrence of a frustrating event
significantly decreases the arousal level of subjects
(Prendinger et al. [16]). Recording users’ physiologi-
cal data and associating them with computer interac-
tion events might become an important technology for
testing software.

Second, a user’s ANS activity can be used in or-
der to reflect (or ‘mirror’) the user’s affective state
by means of an embodied agent. In this way, the
user may gain insight into his or her physiological re-
sponses. This type of application bears considerable
relevance for the medical sector, including biofeedback,
e-Healthcare, and tele-home care which includes distant
monitoring of patients’ well-being (Lisetti et al. [9]).

Third, the user’s physiological state can play a key
role to select strategies to adapt the interface to the
user. When the user’s frustration is detected, an inter-
face agent can try to undo the user’s negative feeling.
A main application field of adaptive interfaces are tu-
toring systems that aim at tailoring their behavior ac-
cording to the student’s affective state and the learning
goal (Conati [3]).

Forth, a user’s physiological responses may become
increasingly important to learn the user’s affective sit-
uated responses and hence allow for the acquisition of
predictive user models (André and Müller [1]). Ma-
chine learning of emotional behavior is also crucial for
‘relational agents’ that are intended to enable fertile in-
teractions with human users over extended periods of
time, e.g. as health behavior change assistants (Bick-
more [2]).

In this paper, we will focus on character-based in-
terfaces that process physiological data in real-time and
hence discuss applications where a life-like character
reflects or adapts to the autonomic nervous system ac-
tivity of the user. In particular, we will describe the
Emotion Mirror, a character-based job interview sce-
nario where the user’s affective state is ‘mirrored’ to

∗Although we currently focus on character-based inter-
faces, our ideas can be generalized to any type of human-
computer interaction, including human-robot interaction.
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the user in the role of an interviewee. An extension
of that scenario will serve as an example of an adap-
tive interface, where a character adjusts its behavior
depending on the recognized emotions of the user in
order to maximize the expected utility of its response,
e.g. as a support-oriented interface agent.

The remaining paper is organized as follows. In the
following section, we will explain the meaning of physi-
ological signals and relate them to a person’s emotional
state. In Section 3, the Emotion Mirror application and
an architecture for real-time emotion recognition will be
described. Section 4 introduces the Emphatic Compan-
ion application, which extends the Emotion Mirror by a
providing the Emotion Mirror agent with utility-based
response selection. Finally, Section 5 summarizes and
concludes the paper.

2. Background

While a user’s goals, beliefs and competence received
considerable attention in the human-computer interface
literature, there is still few work to date that discusses
‘extra-rational’ factors of communication, such as affec-
tive states and attitudes. This section reports on the
physiological basics of emotions, by first describing fea-
tures of physiological signals and then relating them to
emotions.

2.1 Physiological Signals

An essential function of emotion is organization. Emo-
tions can mobilize and arrange disparate response sys-
tems of the human body in order to cope with envi-
ronmental events that menace survival. Emotions are
a product of Darwinian evolution as a means to coordi-
nate fast response in a life-threatening situation. Since
emotions have been mainly targeted at flight or fight
situations, negative feelings can be seen as more ‘nat-
ural’ while the function of (the small set of) positive
emotions is primarily to reset the body after negative
emotion mobilization.

Psychophysiology argues that the activation of the
autonomic nervous system (ANS) changes while emo-
tions are elicited (Levenson [8]). In the following, we
will discuss some of the relevant physiological signals.

Galvanic skin response (GSR) is an indicator of
skin conductivity. Under certain circumstances,
the glands in the skin produce ionic sweat which
change the electrical resistance. By passing small
voltage across two electrodes, the conductance can
be measured between them. The electrodes can
be attached to two fingers. Skin conductance in-
creases with a person’s overall level of arousal
(Lang [7]).

Electromyography (EMG) measures muscle activ-
ity by detecting surface voltage that occurs when

the tiny muscle fibers are contracted by means of
electrical impulses. Since all the muscle fibers in
the area contract, the signal is composed of a con-
stantly varying difference of potentials between its
positive and negative electrodes. In order to min-
imize the variations, a sensor is attached to each
head of the muscle, and the ground electrode is
placed on the muscle belly. The sensors can be at-
tached to the masseter muscle (see Fig. 1), where
the voltage increases when the teeth are clenched,
e.g. when a person is angry, but also with laughter
and other facial movements.

Fig. 1 Masseter muscle (figure borrowed from [10]).

Mean facial muscle activity has been shown to cor-
relate with negatively valenced emotions (Lang [7],
Healey [6]).

Blood volume pulse (BVP) indicates blood flow.
The BVP sensor is a device that emits light and
measures the amount of light reflected back. The
sensor can be attached to the finger tip, but relia-
bility is low since the data assessment is very sen-
sitive to movement. Blood volume pulse and heart
rate, which can be computed from BVP, have been
shown to increase with negatively valenced emo-
tions, such as anxiety and fear (Healey [6]).

Electrocardiography (ECG) is used in medicine as
a as method to diagnose heart diseases. The ECG
signal measures electrical impulses of the heart
muscle by detecting voltage on the surface of the
upper body. By employing appropriate filters [6],
the heart rate can be obtained. Therefore, similar
to BVP, the ECG signal correlates with negative
valenced emotions.

Electroencephalogram (EEG) detects small elec-
trical voltages generated by neurons. In order to
measure overall brain activity, 128 electrodes have
to be placed on the surface of the skull. EEG is a
good indicator of a person’s arousal.
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Table 1 Sensors, physiological signals and some of their features.

Sensor GSR EMG BVP ECG EEG

Sensor placement finger masseter muscle (a-
mong other places)

finger upper body skull

Reliability of sen-
sor

high medium-high low (sensitive to
movements)

high medium (artefacts)

Measured sig-
nal

skin conductivity electrical pulses of
the muscle

heart rate electrical impulses
of the heart

electrical impulses
of the brain

Interpretation of
signal

simple simple simple filtering necessary
to retrieve heart
rate

difficult

Signal influenced
by

arousal valence valence valence arousal and valence

Respiration is sensed by using a stretchable belt worn
around a person’s chest. It measures the expansion
and contraction of the rib cage. The rate of res-
piration is influenced by arousal (besides physical
activity).

Temperature is a slow signal that measures periph-
eral skin temperature. Increased body tempera-
ture can be associated with arousal.

Signals and their features most relevant for emo-
tion recognition are summarized in Table 1.

2.2 From Signals to Emotions

Given that we obtained meaningful physiological sig-
nals from a person, the question is how to relate them
to that person’s affective state. We currently use the
emotion model of Lang [7] which characterizes emo-
tions in terms of valence and arousal and thus allows
to derive emotions from physiological variables. Figure
2 shows some named emotions as coordinates in the
valence-arousal space.

Fig. 2 Some named emotions in the valence-arousal space.

Advanced learning methods for feature-based

recognition of emotional states from physiological sig-
nals can be found in the work of Picard et al. [14] and
Lisetti et al. [9].

3. The Emotion Mirror

This section describes the Emotion Mirror, a character-
based application aimed at training interpersonal
communication skills known as emotional intelligence
(Goleman [5]), specifically the abilities to be aware of
and to regulate one’s emotions. A job interview sit-
uation is one example where emotional intelligence is
beneficial, as the interviewee has to manage his or her
emotions when confronted with unpleasant and probing
questions of the interviewer.† Since physiological man-
ifestations of stress may reflect negatively on the in-
terviewer’s impression of the interviewee, a virtual job
interview alerting the user (as interviewee) about his or
her arousal level might serve as a valuable preparatory
training environment. The Emotion Mirror application
assumes that users are biased to conceive life-like char-
acters as veritable social actors (the ‘Media Equation’
[17]), and hence actually get aroused when interviewed
by a virtual agent.††

The job interview scenario features two life-like
characters, the interviewer to the left and the ‘Emotion
Mirror Agent’ to the right (see Fig. 3). Users in the role
of interviewees are attached to the physiological sensors
and the emotions recognized during the interview are
shown to them by the Emotion Mirror agent.

Below, we will first discuss the system architecture
of the Emotion Mirror and then describe an interaction
session.

3.1 System Architecture

In order to realize online emotion recognition, the fol-
lowing architecture has been implemented on Windows

†A job interview scenario featuring an ‘affective mirror’
has been suggested by Picard [13, p. 86], but to our knowl-
edge, it was never implemented.

††It is certainly true that an online interview cannot in-
duce the stress level of a face-to-face or phone interview.
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Fig. 3 Job Interview Scenario with Emotion Mirror.

XP and Windows Professional platforms (see Fig. 4).

Fig. 4 System Architecture.

Data Capturing The user is attached to sensors of
the ProComp+ unit from Thought Technology
Ltd. [19]. The ProComp+ encoder allows to use in-
put from up to eight sensors simultaneously. Cur-
rently, we only use galvanic skin response (GSR)
and electromyography (EMG) sensors. Sensor in-
put is digitally sampled by the ProComp+ unit

and transmitted to the computer via a fiber-optic
cable using the RS232 COM port. Although the
ProComp+ unit enables data sampling up to 256
samples/sec, GSR and EMG signals allow for a
much lower rate, at 20 samples/sec.

Emotion Processing The emotion processing com-
ponent retrieves new data every 50 milliseconds,
evaluates them, and outputs an emotion. Data
capturing is achieved by a module written in Visual
C++ that employs the the ProComp+ data cap-
ture library. Data evaluation uses a simple Lang [7]
mapping from physiological signal change to emo-
tions. GSR (indicating arousal) and EMG (indi-
cating valence) are used to derive the five emotions
‘angry’, ‘frustrated’, ‘relaxed’, ‘joyful’, and (posi-
tively) ‘excited’ as follows (see Table 2):

Table 2 Signal to emotion mapping.

Current average SC
related to average
SC of baseline

Current average EMG
related to average
EMG of baseline

Emotion

>130% >300% angry

>115% and <130% >300% frustrated

<115% <300% relaxed

>115% and <130% <300% joyful

>130% <300% excited
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The connection between the Emotion Processing
component and the User Interface is established by
the Active Template Library (ATL) which requires
functions including Init (initializes the ProComp+
encoder), Start (initializes data retrieval), Finish
(de-allocates memory), GetBatteryLevel (retrieves
current battery level), and DataTransmission (as-
signs data to variables). Hence, data capturing is
initialized by events from the user interface, which
will be described next.

User Interface The User Interface component con-
tains the job interview scenario and runs under
Internet Explorer 5.5 (or higher). It is written
in HTML/JavaScript and utilizes the Microsoft
Agent package [11] to control the behavior of ani-
mated agents including the text-to-speech engine.

Data Visualization In order to visualize the physio-
logical signals obtained during an interview ses-
sion, the data can be (optionally) exported to
MATHLAB.

Decision Network Instead of computing emotions in
the Emotion Processing component, a decision net-
work allows for advanced (probabilistic) forms of
combining signals and relate them to emotions as
well as agent decisions. We will describe this com-
ponent in more detail in the section on the em-
phatic companion.

3.2 Interacting with the Emotion Mirror

In an interaction session with the Emotion Mirror, the
user is seated in front of a computer, with the GSR
sensors attached to two fingers of the non-dominant
hand, and the EMG sensors attached to the masseter
muscle. The baseline for subsequent bio-signal changes
is obtained during an initial relaxation period of 40
secs. where the user listens to music from Cafe del Mar
(Vol. 9), as the average of GSR and EMG values.

An interview episode consists of four segments:

(i) The interviewer character asks a question;
(ii) The user selects an answer from a set of given op-

tions (the lower part in Fig. 3);
(iii) The interviewer responds to the user’s answer;
(iv) the Emotion Mirror agent displays the user’s emo-

tion calculated from the data gathered during seg-
ment (iii).†

More precisely, signal values are taken every 50 mil-
liseconds, for a period of 5 seconds. The psychophys-
iological literature, e.g. Levenson [8, p. 30], suggests
0.5–4 secs. as an approximation for the duration of an
emotion.

†The assumption here is that the Emotion Mirror’s re-
sponse to the user’s answer would elicit the user’s emotion.
However, it might well be the case that signals are better
taken in segment (i), as an ‘anticipatory’ form of emotion.

When the (average) GSR signal is 15–30% above
the baseline, the user’s arousal level is assumed as ‘high’
(see also Table 2). If the signal is on average higher than
30%, the user is assumed to be very aroused. In case the
(average) EMG signal is more than three times higher
than average, the user can be assumed to experience a
negative emotion.

For instance, if the recognized emotion is ‘anger’,
the Emotion Mirror Agent would display a gesture ex-
pressing anxiety and utter, e.g.,“You seem to be quite
stressed”. Obviously, ‘anger’ and ‘fear’ are quite dif-
ferent emotions. However, in our model, they have
the same features, high arousal and negative valence.††

Consequently, the emotion expressed by the agent refers
to the interaction context, which makes a ‘fear’ emotion
more likely than an ‘anger’ emotion.

Currently, we did not gain enough experiences with
the Emotion Mirror in order to make sound proposi-
tions about its usability. However, it could be shown
that people do get aroused for some questions. On the
other hand, changes in valence are rare, possibly the
threshold of an increase by more than 300% is set too
high.

4. The Emphatic Companion

An agent that simply reflects the physiological state of
the user will be too restrictive for most applications.
Ideally, the agent recognizes the user’s emotions and
responds depending on the recognized emtion and in
accord to some higher level communication goal, such
as increased user motivation, improved learning, or also
an improved interaction experience with the computer.
An application where the interface adapts to the user
according to some communication goal requires more
sophisticated reasoning capabilities of the agent.

In this section, we will briefly introduce the Em-
phatic Companion agent that has an explicit represen-
tation of the utility of its actions. This type of agent
is often called decision theoretic agent (Russell and
Norvig [18]). A decision theoretic agent selects actions
that maximize the outcome in terms of some utility
function. Formally, the reasoning of decision theoretic
agents is based on decision networks (also called ‘in-
fluence diagrams’), which are an extension of Bayesian
networks (Pearl [12]). Besides nodes representing prob-
abilistic events in the world (chance nodes), decision
networks contain nodes representing agent choices (de-
cision nodes), and the agent’s utility function (utility
or value node).

The decision network depicted in Fig. 5 repre-
sents the decision problem of the Emphatic Companion
agent.

Chance nodes ‘Skin Conductivity’, ‘Electromyogra-

††Ekman et al. [4] show, however, show that skin tem-
perature is a discriminating factor between anger and fear.
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Fig. 5 Simple decision network.

phy’, ‘Arousal’, ‘Valence’, ‘Emotion’, and ‘Advisor
Type’††† are chance nodes. The values for GSR
and EMG are retrieved from the Emotion Recog-
nition component. The advisor type can be set to
either “supportive” or “not supportive”.

Decision nodes The agent’s can either show empa-
thy, encourage the user, ignore the user’s emotion,
or congratulate.

Utility node This node defines the utility of perform-
ing an action, given advisor type and user emotion.

Let us assume GSR and EMG are both high (see Fig. 5).
Then the most likely user emotion is ‘frustration’. Since
the advisor type is supportive (an emphatic compan-
ion), the action with maximal expected utility is to
show empathy. On the other hand, if the advisor type
is not supportive, then ignoring the user’s emotion will
maximize the actions expected utility.

5. Conclusions

This paper describes some possibilities to consider
users’ autonomic nervous system activity in character-
based interfaces. After reporting on the meaning of
various physiological signals, an architecture for real-
time emotion recognition in web-based environments is
explained and illustrated by two preliminary demon-
strator system, the Emotion Mirror and the Emphatic
Companion. While the Emotion Mirror agent simply
reflects the user’s emotions, the Emphatic Companion
adapts its behavior depending on the user’s emotions
and its value function.

†††This is a deterministic node rather than a chance node.
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