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Abstract

We motivate an approach to evaluating the utility of life-like interface agents that is based on human eye movements rather than
questionnaires. An eye tracker is employed to obtain quantitative evidence of a user’s focus of attention without distracting from the
primary task. The salient feature of our evaluation strategy is that it allows us to measure important properties of a user’s interaction
experience on a moment-by-moment basis in addition to a cumulative (spatial) analysis of the user’s areas of interest. We describe a pilot
study in which we compare attending behavior of subjects watching the presentation of a computer-generated apartment layout and visu-
alization augmented by three types of media: an animated agent, a text box, and speech only. The investigation of eye movements
revealed that deictic gestures performed by the agent are more effective in directing the attentional focus of subjects to relevant interface
objects than the media used in the two control conditions, at a slight cost of distracting the user from visual inspection of the object of
reference. The results also demonstrate that the presence of an interface agent seemingly triggers natural and social interaction protocols
of human users.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Life-like animated interface agents have attracted con-
siderable interest and attention in recent years, mainly for
their ability to emulate human–human communication
styles that is expected to improve the intuitiveness and
effectiveness of user interfaces (see e.g. André et al. (1996)
for early work in this area). Following this user interface
paradigm, a considerable number of animated agent (or
character) based systems have been developed, ranging
from information presentation and online sales to personal
assistance, entertainment, and tutoring (Cassell et al., 2000;
Prendinger and Ishizuka, 2004). While significant progress
has been made in individual aspects of the ‘life-likeness’ of
animated agents, such as their graphical appearance or
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quality of synthetic voice, evidence of their positive impact
on human–computer interaction is still rare. The most well-
known evaluation studies have been directed towards
showing the ‘persona effect’, stating that animated agents
can have a positive effect on the dimensions of motivation,
entertainment, and perceived task difficulty (Lester et al.,
1997; van Mulken et al., 1998) but not on performance
(Craig et al., 2002). Others investigated the likeability of
different types of synthetic interface agents (McBreen
et al., 2000). Moreno (2004) contrasts the beneficial and
disadvantageous effects of animated agents within the con-
text of multimedia presentations for e-learning.

A common feature of most evaluations of interface
agents is that they are based on questionnaires and focus
on the user’s experience with the systems hosting them,
including questions about their believability, likeability,
engagement, utility, and ability to attract attention. How-
ever, as Dehn and van Mulken (2000) pointed out, the
broad variety of realizations of life-like agents and
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Fig. 1. Life-like animated interface agent performing deictic arm–hand gesture (left), deictic facial gesture (middle), and text box (right).
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interaction scenarios complicates their comparison. More
importantly, subtle aspects of the interaction, such as
whether users pay attention to the agent or not, cannot
be deduced reliably from self-reports (Nisbett and Wilson,
1977).

In this paper, we want to propose a different approach
to evaluating animated agents, one that is based on eye
movement behavior of users interacting with the interface.1

Although gaze point and focus of attention are not neces-
sarily always identical, a user’s eye movement data provide
rich evidence of the user’s visual and (overt) attentional
processes (Duchowski, 2003). Specifically, the movements
of the human eye can be used to answer questions such as:

• Is the user paying attention to the interface agent?
• To which part of the agent (face or body) is the user

attending to?
• Can the agent’s verbal or gestural behavior direct the

user’s focus of attention to intended interface objects?

Hence, eye movement data might offer valuable infor-
mation relevant to the utility of life-like agents and the
usability of interfaces employing those agents. The tracking
of eye movements lends itself to reliably capturing the
moment-to-moment experience of interface users, which
is hard to assess by using post-experiment questionnaires.

In our study, we tracked and analyzed eye movements
while users were following the Web page based presenta-
tion of different rooms of an apartment. Three types of pre-
sentations were contrasted:

1. A life-like interface agent presents the apartment using
speech and deictic arm–hand gestures (Fig. 1, left) or
deictic facial gestures (Fig. 1, middle);

2. The apartment is presented by means of a text box and
read out by speech (Fig. 1, right); and

3. The presentation is commented by speech only.

It is important to mention that the presentation inter-
face does not involve active interaction in the sense that
1 This manuscript is a significantly improved and extended version of
Prendinger et al. (2005a).
users would be able to control the interface in some way.
However, we argue that users merely watching a presenta-
tion interact – even involuntarily – by their eye movement
activity. We will provide ample evidence for this claim.

The remainder of the paper is organized as follows. The
next section overviews work related to using eye movement
and other physiological signals as an evaluation method for
user interfaces and as an input modality. The core part of
the paper (Section 3) is devoted to the description of a pilot
study that provides both spatial and temporal analyses of
subjects’ eye movements during a presentation. Section 4
discusses the results of the study and Section 5 concludes
the paper.
2. Related work

This section reports on work that employs eye move-
ments or bio-signals in the context of user interfaces. Eye
movement data have been analyzed for two main purposes,
diagnostic and interactive. In diagnostic use, eye movement
data provide evidence of the user’s attention and can be
investigated to evaluate the usability of interfaces (Faraday
and Sutcliffe, 1996; Goldberg and Kotval, 1999; Renshaw
et al., 2004). In interactive use, a system responds to the
observed eye movements and can thus be seen as an input
modality (Jacob, 1991; Duchowski, 2003; Nakano et al.,
2003). The first part of this section mainly focuses on the
diagnostic use of eye movements. A similar distinction
can be drawn for the case of bio-signals (Picard, 1997).
In the second part of this section we will again put empha-
sis on the diagnostic use of those signals.
2.1. Attention tracking

Goldberg and Kotval (1999) performed an analysis of
eye movements in order to assess the usability of an inter-
face for a simple drawing tool. Comparing a ‘good’
interface with well-organized tool buttons to a ‘poor’ inter-
face with a randomly organized set of tool buttons, the
authors could show that the good interface resulted in
shorter scan paths that cover smaller areas. The measure
of interest in their study was efficient scanning behavior,
i.e. a short scan path to the target object. The chief merit
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of this study was to have introduced a systematic classifica-
tion of different measures based on (temporal) scan paths
rather than on cumulative (spatial) fixation areas. The tem-
poral succession of transitions between different areas of
attention is particularly relevant to the investigation of
the effect of deictic references of animated agents to inter-
face objects. A related study analyzing the duration of
eye fixations to determine the usability of different graph
designs can be found in Renshaw et al. (2004), which dem-
onstrated the importance of the location of the legend of a
graph and its spatial relationship to the area where data are
displayed.

While these two studies were concerned with a static
interface configuration, we now turn to discussing studies
that are based on dynamic content. Faraday and Sutcliffe
(1996) investigated attentional processing and comprehen-
sion of dynamically changing multimedia presentations.
Core findings of the authors relevant to our domain (that
will be partly tested in the study reported in Section 3)
can be summarized along the following dimensions:

• Shifts of attention.
– A moving interface object induces a shift of attention

to the object in motion.
– Attention is re-oriented when the presentation scene

shifts.
– Labelling a presentation object produces fixation

shifts between the object and the label.

• Locked attention. A viewer’s attention is locked when a

moving object is processed, so that other presentation
objects which are concurrently changed are not attended
to.

• Auditory language processing and attention. Comprehen-
sion of objects being presented visually with a spoken
comment is increased only if both media types produce
a single unified proposition.

The last mentioned item has also been investigated by
Cooper (1974) who (successfully) tested the hypothesis:
‘‘When people are simultaneously presented with spoken
language and a visual field containing elements semantical-
ly related to the informative items of speech, they tend to
spontaneously direct their line of sight to those elements
which are most closely related to the meaning of the lan-
guage currently heard’’ (Cooper, 1974, p. 85).

An alternative way to test a user interface based on eye
movements has been proposed in Lin et al. (2004). In this
study, a so-called ‘‘hand-eye’’ measure is advocated that
evaluates the interface not only by eye behavior reflecting
a user’s cognitive processes, but also by their outcome, a
particular physical action of the user (a mouse click).

The work most closely related to ours has been per-
formed by Witkowski et al. (2001) who employ eye-tracking
technology in order to assess user attention while interact-
ing with an animated interface agent based online sales
kiosk. In this setting, the interface agent provides help to
the user and presents a product (a selection of wines). The
authors conjectured that the agent will direct the attention
of the users to the item of interest (help buttons and pictures
of wines), following the agent’s verbal comments. However,
the results of their study did not support this hypothesis. In
the experiment, a character agent controlled by the Micro-
soft Agent package (Microsoft, 1998) has been chosen with
the text balloon enabled that depicts the text that is current-
ly being spoken. The results showed that users mostly
focused on reading the text, rather than attending to the
agent or to the depicted product. In our study, we thus
decided to disable the text balloon in order to avoid this
problem. For the time that users were looking at the agent,
the face was focussed on the most. In general, Witkowski
et al. (2001) observed that interface agents did attract the
attention of users. Similar results have been obtained by
Takeuchi and Naito (1995) who compared an interface fea-
turing either a (facial) agent or a graphical arrow.

Hongpaisanwiwat and Lewis (2003) investigated the
effect of an animated agent and different voice types on
comprehension and attention. The authors showed that
the agent was able to direct users’ attention and maintain
their engagement, but no increased learning of the multi-
media presentation could be demonstrated. Although the
study examined the attentional effect of animated agents,
eye movement data were not used as an evaluation
methodology.

Besides its diagnostic role, eye movement information
has also been used as an additional input modality, in
order to increase the bandwidth in human–computer inter-
action. Jacob (1991) investigated eye-based interaction
techniques such as (interface) object selection, moving of
an object (a variation of the ‘drag-and-drop’ operation)
and scrolling of text. In Oyekoya and Stentiford (2004),
eye information is used for predicting users’ interest in
an image retrieval task. In the realm of life-like agent based
systems, Qu et al. (2004) considered a user’s focus of atten-
tion (among others) to decide an appropriate response for
an educational software, and Nakano et al. (2003) investi-
gated attentional focus (among others) for a direction-giv-
ing task.

2.2. Emotion and stress tracking

Complementary to studies targeted at the analysis of
user attention, which is related to the cognitive aspect of
interacting with computers, a growing body of experimen-
tal research targets usability from the viewpoint of user
emotions that are elicited during interaction. These studies
are covered under the umbrella term of ‘affective comput-
ing’ (Picard, 1997), a research area concerned with recog-
nizing emotion and developing stress-reducing strategies
for negatively aroused interface users (Klein et al., 2002).
While attention and emotion (or more generally, affect)
are clearly distinct concepts, both relate to mostly non-con-
scious experiences of a computer user that might affect the
usability and utility of the interface. With regard to our
study, we were interested in testing the wide-spread
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assumption that animated agents provide a more natural
medium of information delivery (Rist et al., 2004), which
might be demonstrated by a stress-reducing effect due to
their presence.

In the literature on emotion (affect), there is ample evi-
dence that physiological signals (or bio-signals) such as
skin conductance, muscle tension, and heart rate provide
important information regarding the intensity and quality
of a person’s experience, and can thus be used to infer a
user’s affective state (arousal and valence of feeling) or even
emotion (Picard, 1997; Levenson, 2003). Since most studies
investigate either attention or emotion, we discussed eye
movements separately from other physiological signals,
e.g. skin conductance or heart rate. The latter type of phys-
iological response will also be called biometric signals or
bio-signals.

Wilson and Sasse (2000) investigated the use of biomet-
ric data in order to assess user cost of the reception of dif-
ferent levels of multimedia quality in the context of
Internet-based video-conferencing. User cost is operation-
alized by the following bio-signals indicating stress: blood
volume pulse, heart rate, and galvanic skin resistance. In
the study, participants were presented interviews at alter-
nating frame rates, 5–25–5 fps and 25–5–25 fps. The
authors could demonstrate that 75% of the subjects showed
significantly increased stress levels at 5 frames per second,
while only 16% of the subjects noticed that the frame rate
had changed. Hence, it could be shown that physiological
and subjective responses to multimedia do not always
correlate.

A comparable study has been conducted by Ward and
Marsden (2003) who asked their subjects to perform a
Fig. 2. A life-like animated age
task with two types of websites, one well-organized
and one poorly organized, with distracting features such
as many pull-down menus and pop-up windows.
Although results were not statistically significant, sub-
jects interacting with the poor Web design showed
increased levels of skin conductance, heart rate, and fin-
ger blood volume.

3. Methods

3.1. Experimental design

A presentation of an apartment located in Tokyo has
been prepared using a Web page based interface Tokyo
Mansions, 2004. The apartment consists of six rooms: liv-
ing room, bedroom, dining room, den, kitchen, and bath-
room. Views of each room are shown during the
presentation, including pictures of some part of the room
and close-up pictures of e.g. a door handle or sofa. Fig. 2
depicts a situation where the agent refers to the living
room. Besides the pictures located in the center, the inter-
face shows the layout (or map) of the apartment to the left,
a miniature version of the center picture to the right, and
other interface objects at the top. For simplicity, the last
two mentioned interface elements were not considered in
the analysis.

Three versions of the apartment show have been imple-
mented for the pilot study:

Agent (& Speech) version: A character called ‘‘Kosaku’’
presents the apartment using synthetic speech and deic-
tic gestures (see Fig. 2). Only simple ‘‘left’’/‘‘right’’ arm–
nt presents the living room.
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hand and facial gestures rather than full 360� pointing
are available to the character (see Fig. 1, left and middle,
respectively). The animation of the character was devel-
oped by Hottolink (2002) and is controlled by a version
of the Multi-modal Presentation Markup Language
(MPML) (Prendinger et al., 2004).
Text (& Speech) version: The presentation content of
each scene is displayed by a text box and read out by
Microsoft Reader (see Fig. 1, right).
Voice (only) version: Synthetic speech is the only medi-
um used to comment on the apartment.

The main purpose of programming the Text and Voice
versions was to provide interfaces that represent conceiv-
able presentation types and can be compared to the Agent
version in terms of the user’s eye movements.2 The same
type and speed of (synthetic) voice was used in all versions.

3.2. Hypotheses

Based on previously discussed related research, we for-
mulate the following hypotheses covering various aspects
of the utility of life-like interface agents.

Hypothesis 1. (H1) Focus of Attention Hypothesis: We
predict that gaze points are not randomly distributed
across the interface, but depend on the presentation
condition. Since the Agent and Text versions provide a
visual medium for narration (an agent, a text box), less
attention will be spent on the referred screen objects than in
the Voice version.

While this hypothesis might sound trivial, there are
currently no results concerning the proportions that users
attend to the presenting entity (if visible) and the other
interface areas.

Hypothesis 2. (H2) Locked Attention Hypothesis (Faraday
and Sutcliffe, 1996; Witkowski et al., 2001): Since the pre-
sentation comments in the Text version are revealed line by
line (and hence changing), the attention of subjects will be
‘locked’ by reading the text.

Hypothesis 3. (H3) Agent Face–Body Hypothesis (Witkow-
ski et al., 2001): Similar to human–human communication,
subjects spend significantly more time with attending to the
face of the agent, than to its body.

Hypothesis 4. (H4) Extended Auditory Language Process-

ing Hypothesis: The prediction is that, compared to the
Text and Voice versions, the deictic gestures of the agent
can more effectively direct the attention of the user to the
referenced area of the interface.

‘‘Extended’’ here means that the hypothesis originally
formulated for spoken language and corresponding visual
2 A condition for voice and pointing by an arrow could have been
included, but was not implemented in the current study.
objects (Cooper, 1974) is extended to the presence of an
animated agent’s deictic gestures.

Hypothesis 5. (H5) Social Interaction Protocol Hypothesis

(Nakano et al., 2003): Subjects in the Agent version shift
their focus of attention back to the agent after they have
been directed to a particular interface object.

This hypothesis can be seen as a ‘dynamic’ version of
Hypothesis (H3).
Hypothesis 6. (H6) Cost of Media Hypothesis (Rist et al.,
2004): Since animated agents are a natural medium of
information presentation, subjects will be less stressed in
the Agent version than in the other two conditions.

Hypotheses 1–3 are tested by a spatial (cumulative)
analysis of eye movement data, whereas Hypotheses 4
and 5 are based on a spatio-temporal (dynamic) analysis.
Hypothesis 6 will be tested by analyzing biometric data
(skin conductance and heart rate). Other hypotheses
regarding participants’ subjective perception of the differ-
ent types of media and recall of presented information will
be based on the analysis of a questionnaire.

3.3. Subjects

Fifteen subjects (3 females and 12 males), all students or
staff from the University of Tokyo, participated in the
study, whereby five subjects were randomly assigned to
each version. Similar to other eye tracking experiments,
the rather small number of subjects was necessitated by
the expensive data analysis. The age of subjects ranged
from 24 to 33 (mean: 28.75 years). They were recruited
through flyers and received 1000 Yen for participation. In
three cases the calibration process of the eye tracker was
not successful due to reflections of contact lenses. Those
subjects were excluded from the experiment beforehand.

3.4. Apparatus

The presentation of the apartment was hosted on a com-
puter with a 17 in. (42.5 cm) monitor (the Main monitor).
A second computer (the EMR monitor) was used to con-
trol the eye tracking system, a NAC Image Technology
Eyemark Recorder (NAC, 2004). The eye mark recorder
is shown in Fig. 3 and the experimental setup is shown in
Fig. 4.

The EMR eye tracker uses two cameras directed
toward the subjects’ left and right eye, respectively, to
detect their movements by simultaneously measuring
the center of the pupil and the position of the reflection
image of the IR LED on the cornea. A third camera is
faced outwards, in the direction of the subjects’ visual
field, including the Main monitor. The system has a sam-
pling rate of 60 Hz. The head posture of subjects was
maintained with a chin rest, with the eyes at a distance
of 24 in. (60 cm) from the Main monitor. A digital video
recorder capturing the data from the third camera was
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connected to the computer that processed the eye move-
ments and allowed us to synchronize eye-tracking record-
ing and video recording.

The subjects were also connected to a bio-signal encoder
(designed by Hiroshi Dohi from the University of Tokyo)
that provides skin conductance (SC) and heart rate (HR)
sensors. The sampling rate was set to 2 samples per second.
The SC sensing system is built into an elastic band and put
over the subject’s palm of their right hand. The HR sensor
is part of an ear-clip and is attached to the subject’s right
ear. The encoder was connected to a third computer. Signal
data were exported to an Excel spreadsheet.

3.5. Procedure

Subjects were first briefed about the experiment. They
were told that an apartment will be shown to them, and
that they would be asked general questions about the
apartment afterwards. They were also instructed to watch
the demonstration carefully since they should be able to
report features of the apartment to others.

The subjects were then attached to the bio-sensors and
subsequently put on the cap with the eye tracker. Calibra-
Fig. 4. Experim
tion was performed by instructing the subject to fixate nine
points in the screen area. After calibration was completed,
subjects were asked to relax for a period of 3 min that
served as the baseline period for skin conductance and
heart rate values. After that, the subjects were shown the
presentation that lasted for 8 min.

After the presentation, subjects were freed from the eye
and bio-signal tracking equipment, and asked to fill out a
questionnaire in order to report on their perception of
the interface and to answer some content-related questions
concerning the presented material.
3.6. Data analysis

When eye movements are relatively steady for a short
period (250–300 ms), they are called fixations, whereas
rapid shifts from one area to another are called saccades

(Salvucci and Goldberg, 2000). During a saccade, no visual
processing takes place. If a cluster of gaze points has less
than six entries, it is categorized as part of a saccade (Gold-
berg and Kotval, 1999). In the present study, no fixation
(or saccade) algorithm was required since we were only
interested in gaze points within the predefined areas
described below (that were above the mentioned threshold
of six entries), and the temporal evolution of a user’s atten-
tion to those areas.

We wrote a computer program that first maps gaze
points to xy-coordinates of the video sequence and then
counts the number of points in each of the four categories.
All data accounted for in the analysis are derived from the
activity of subjects’ left eyes. In each version, eye data of
one subject had to be discarded due to technical problems.

For analysis, the recorded video data of each presenta-
tion were first divided into individual scenes. A scene is a
presentation unit where a referring entity (agent, text
box, or voice) describes a reference object (an item of the
room). Only the Agent and Text versions feature a visible
referring entity. For example, in Fig. 2, the scene consists
of the agent performing a arm–hand gesture to its right
ental setup.



Fig. 5. Impact of Agent vs. Text vs. Voice version on the number of gaze
points in different screen areas.
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and introducing the living room. In order to be able to
compare the three versions, scenes where the agent or text
box move from one location were left out.

For each scene (41 in total), the following four screen
area categories were defined:

The area of a (visible) referring entity is either the small-
est rectangle demarcating the agent or the text box. The
agent area is further subdivided into face and body
areas.
The area of the reference object is the smallest rectangle
demarcating the object currently described.
The map or layout area is the field on the screen that dis-
plays the layout (map) of the room. The layout area is a
designated reference object with fixed location. Depend-
ing on the room currently presented, the respective field
in the layout is highlighted. Observe that in Fig. 2, the
location of the living room is highlighted.
Other screen areas.
3.7. Results of spatial analysis

The ability of the interface to direct a subject’s focus of
attention to reference objects has been tested in two ways,
spatial and spatio-temporal. The spatial (or cumulative)
analysis counts the gaze points that fall within certain
screen areas and hypothesizes areas of interest, and will
be discussed in this section. Spatio-temporal analysis will
be discussed in the following section.
3.7.1. Focus of attention hypothesis

In order to test the Focus of Attention Hypothesis 1, we
specifically investigated the reference object area and the
layout (map) area. Except for the introductory episode,
the layout is not explicitly referred to during the presenta-
tion although it may serve as an orientation aid for users.
The hypothesis is tested by restriction to those scenes where
the referring entity (agent, text and voice) refers to some
item of the apartment. A between-subjects analysis of var-
iance (ANOVA) showed that users focus on the reference
objects more in the Voice version than in either of the
Agent or the Text version (F(2, 9) = 8.2; p < .01). (The level
of statistical significance is set to 5%.) The independent var-
iable refers to one of the three conditions, whereas the
dependent variable is the number of gaze points in one of
the designated areas. The percentual proportions are indi-
cated in Fig. 5. The result for the map area, while not sta-
tistically significant, shows a tendency toward a similar
distribution of gaze points (F(2, 9) = 2.8; p = .11).

The results suggest that gaze points are not randomly
distributed across the screen area but depend on the pres-
ence or absence of a visible presentation medium. When
an agent or a text box is present, the attentional focus of
subjects is more evenly shared between the presentation
medium and the presented material. While this result can
hardly be seen as surprising, it can not be assumed a priori.
3.7.2. Locked attention hypothesis

Hypothesis 2 compares the portions that subjects focus
on the agent (face or body) or the text box, which reveals
text line by line. The mean for the agent is 4429.3 gaze
points (stdev = 2050.4), which corresponds to 18% of the
total number of gaze points, and the mean for the text
box is 7600.8 points (stdev = 2350.8), amounting to 32%
of the total number of gaze points (see Fig. 5). The t-test
(one-tailed, assuming unequal variances) showed that sub-
jects look significantly more often at the text box than at
the agent (t(6) = �2.47; p < .05).

This result can be seen as evidence that subjects spend
considerable time for processing the text in the box. It
can be explained by the fact that new information is grad-
ually revealed and by the nature of the stimulus itself
(textual information), which requires additional processing
time. The issue is that locked attention can prevent users
from attending to other salient information (Faraday and
Sutcliffe, 1996).
3.7.3. Agent face–body hypothesis
The Agent Face–Body Hypothesis 3 has been tested by

summarizing gaze points that are contained in either the
agent face or the agent body region. The mean was
3322.2 gaze points (stdev = 634.6) for the face, and 727.4
(stdev = 455.6) for the body. It could be shown that sub-
jects were looking mostly at the agent’s face (mean = 83.1),
which can be interpreted as supportive evidence for the
hypothesis that users interact socially with life-like inter-
face agents (see Witkowski et al. (2001) for a similar result).

This result can be regarded as related to the CASA
(Computer As Social Actor) effect, demonstrating that peo-
ple apply social rules in human–computer interaction in
ways that are similar to human social interactions (Reeves
and Nass, 1998). Since the CASA effect merely assumes a
computer with anthropomorphic voice, the presence of a
visual life-like character seemingly transfers to social eti-
quette, such as looking into the face of one’s interlocutor.
Another interpretation of the result is that subjects were
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simply attending to the apparent source of the voice sound,
the moving mouth of the agent.

3.8. Results of spatio-temporal analysis

While a spatial analysis can indicate where attention is
spent, it cannot reveal the nature of how users traverse
the interface when watching a presentation. In order to
address those more complex aspects of multi-modal and
multimedia interfaces, we performed a spatio-temporal

analysis of eye movement data with 22 sentences, which
involves the investigation of the temporal evolution of
users’ attention to different interface objects. In the follow-
ing, we present our observations.

3.8.1. Extended Auditory Language Processing Hypothesis
We first discuss the Extended Auditory Language Pro-

cessing Hypothesis 4 with respect to our three conditions.
In Fig. 6, the referring entity (agent, text box and voice)
is intended to direct the user’s attention to the map (layout)
area that depicts the bedroom. It is important to notice
that unlike the words in the study in Cooper (1974), the
word ‘‘bedroom’’ in the uttered sentence is not unambigu-
ous with regard to its reference object: ‘‘bedroom’’ might
refer to either the specified area in the map (layout) to
the left or to the picture of the bedroom to the right. In
the Agent version only, subjects mostly direct their atten-
tion to the intended direction, the map. Although subjects
in the Voice version eventually attend to the map, subjects
in the Agent version (mostly) do so from the beginning.
Fig. 6. Effect of deictic reference on eye movement. Each row of underlined te
designated interface objects. (The abbreviation ‘‘sp’’ refers to the small pictur
This kind of user behavior is seemingly affected by the
agent performing an according deictic gesture (to its right)
shortly before starting the utterance. In the Text version,
subjects seemingly cannot resolve the reference since most
subjects focus on the unintended reference object (the pic-
ture of the bedroom).

The sentence in Fig. 7 is similar to the sentences used in
Cooper (1974) as it contains a ‘trigger word’ – here the
word ‘‘window’’ that is both spoken and has a unique
semantically related visualization (the picture of a win-
dow). In the Agent version two subjects focus on the visual
window shortly after they hear the word ‘‘window’’ (as pre-
dicted by Cooper (1974)). However, the two subjects were
already looking at the window before the word ‘‘window’’
is uttered. A likely reason is that the agent performs a deic-
tic (facial) gesture turning its head to the direction of the
window shortly before uttering the sentence. The Voice
version does not show a clear attentional pattern of sub-
jects’ eye movements. In line with the Locked Attention
Hypothesis 2, subjects in the Text version first read the
whole sentence in the text box, and then direct their atten-
tion to the picture of the window.
3.8.2. Social Interaction Protocol Hypothesis
As a first attempt to provide a systematic spatio-tempo-

ral analysis of eye movements for interfaces with visual
navigational aids, we propose an Instructor–Reference–In-
structor (IRI) triple as a basic unit for evaluating the Social
Interaction Protocol Hypothesis 5. An IRI denotes a
situation where the user first attends to an instructor,
xt shows the gaze locations of subjects denoted by a9, a10, . . ., t1, t2, . . . at
e to the top-right.)



Fig. 7. Effect of auditory language processing and deictic reference on eye movement.

H. Prendinger et al. / Interacting with Computers 19 (2007) 281–292 289
a referring entity like an agent or a text box, then focuses
on a reference object, and afterwards shifts attention back
to the instructor. IRIs appear to be important interaction
patterns in conversation (Nakano et al., 2003), and indica-
tors of the instructor being conceived of as a social actor.

A representative example is the situation where the
agent utters: ‘‘To your left is the layout of the apartment.
As you can see, the apartment includes: bedroom, living
room, dining room, den, kitchen and bathroom.’’ Here,
subjects often initially shift attention between the agent
and the living room (the reference object), and when the
agent says ‘‘The space of this apartment is 78 square
meters’’, subjects first focus on the layout (map) that
depicts the size of the apartment, subsequently partly
attend to the agent, and eventually fixate on the layout.

Table 1 (upper part, Agent version) shows the percent-
ages that subjects (a9, . . ., a12) redirect their attentional
focus (back) to the agent after sentence breaks, and those
where subjects could precisely shift to the reference object
referred to by the agent. The percentages for the Text ver-
sion are given in the lower part of Table 1. The table shows
Table 1
Shift of attentional focus (i) to agent or text box at sentence breaks and (ii)
to intended object of reference by referential acts of the agent or text box

Agent version a9 a10 a11 a12

To agent at sentence break 50% 54% 45% 40%
To reference object 75% 85% 73% 58%

Text version t1 t2 t3 t4

To text at sentence break 32% 50% 18% 27%
To reference object 50% 64% 55% 72%
that in the Agent version, subjects look back to the instruc-
tor at sentence breaks more than in the Text version, and
tend to more accurately shift their attention to the intended
reference object.

The attentional shifts suggest that subjects can perceive
animated agents to possess a certain degree of competence,
such as being competent in directing the user to locations
of interest. Moreover, it demonstrates how a user redirects
attentional focus back to the agent after being directed to a
reference object, which supports the interpretation of users
expecting agents to provide them conversational cues and
other meaningful information. This hypothesis is also sup-
ported by the fact that users sometimes focus on the agent
during breaks between sentences or sentence parts, seem-
ingly waiting for the agent (that holds the floor) to
continue.

However, given that even infants tend to follow their
mother’s eye gaze or direction of pointing without neces-
sarily attributing intentions or mental states, we should
be careful in over-interpreting the reason for the subjects’
eye response. Although an ‘Arrow version’ has not been
tested in the current study, it is likely that subjects would
also follow the directions of an arrow (Takeuchi and Naito,
1995).
3.8.3. Cost of Media Hypothesis

In order to investigate subjects’ overall state of arousal
or stress during the presentation (Hypothesis 6), their
bio-signals were analyzed. Since the signals values of sub-
jects may vary significantly depending on individual differ-
ences, room temperature, and other factors, physiological
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values were first normalized by applying the operation
(AMpres � AMrelax)/Range, whereby AMpres and AMrelax

are the means of the presentation and baseline periods,
respectively, and Range is defined as xmax � xmin for signal
x. Intuitively, a smaller value indicates that interaction
with the interfaces has a (overall) more calming effect on
the user (derived from skin conductance) or decreases neg-
ative feelings (derived from heart rate) to a higher extent.

The operation implements an approximation to assess-
ing subjects’ affective state in that signal values are summa-
rized for the whole presentation period rather than for
designated partitions of the presentation. However, unlike
our previous studies (Prendinger and Ishizuka, 2005; Pren-
dinger et al., 2005b), the presentation of the apartment
does not obviously feature segments in which particular
emotions would be elicited. Normalized values for each
condition (agent, text and voice) where calculated but no
significant differences were found. Also, no significant dif-
ferences were obtained for HR.

In summary, the study did not support the hypothesis
that presentations guided by different media, such as an
agent, a text box, or speech only, lead to significantly differ-
ent physiological signal levels.

3.9. Questionnaire results

In addition to eye and biometric user data, we also ana-
lyzed questionnaires as a standard interface evaluation
method. The questionnaire contained two types of ques-
tions, one focusing on the subjects’ general impression of
the presentation, the other one on the subjects’ ability to
recall shown items.

In the first set of questions, subjects were asked:

(Q1) Whether they would want to live in the apartment;
(Q2) Whether they would recommend the apartment to a

friend; and
(Q3) Whether they thought the presentation helped them

in their decision to rent the apartment.

A 5 point Likert scale was used, ranging from ‘‘1’’
(strongly agree) to ‘‘5’’ (strongly disagree). The intention
of questions (Q1) and (Q2) was to investigate the effect of
the presentation type on the users’ perception of the apart-
ment, but there were no results of statistical significance.
An ANOVA of the third question (Q3), however, showed
that subjects judged the Voice version to be more helpful
than either of the other versions (F(2,12) = 8.9; p < .01).
The means are: Agent (2.2), Text (2.8), and Voice (1.2).

The second set of questions (eight in total) asked sub-
jects for details of the presentation, such as ‘‘What could
you see from the window in the living room?’’. Answers
could be chosen from three options. The percentage of cor-
rect answers was 81.25% for the Agent version, 80% for the
Text version, and 87.5% for the Voice version.

The results obtained from the questionnaire indicate
that a presentation given by a disembodied voice can be
superior to an agent or text together with underlying
speech in terms of perceived helpfulness and recall. The lat-
ter result might be explained by the fact that all but one
question were related to room items that were not men-
tioned in the verbal comments. Since subjects in the Voice
version were not distracted by the agent or text box, they
had more time to scan the rooms, and might therefore have
better remembered shown items.

4. Discussion

This paper has introduced a novel method for evaluat-
ing the utility of life-like interface agents, which is based
on tracking users’ eye movements, an objective evaluation
method that does not distract the user from the primary
task. Although eye tracking has been abundantly used in
psychology, multimedia, and related studies (Duchowski,
2003), its application to human–agent interaction is cur-
rently rare.

The study has demonstrated that the attentional focus
hypothesized from gaze points constitutes a rich source
of information about users’ actual interaction behavior
with computer interfaces. Both cumulative and temporal
analyses of attentional focus show that life-like interface
agents have a noticeable effect and may provide a more
social interface to online information. Users follow the ver-
bal and non-verbal navigational directives of the agent and
mostly look at the agent’s face. However, the latter men-
tioned result begs the question whether subjects were aware
of the agent’s deictic gestures, which is obviously essential
to their effectiveness. Since data were not analyzed at this
granularity level, we can only report on our (non-systemat-
ic) observations while looking at the videos. When the
agent performs a deictic gesture, subjects’ attention is
attracted by the animation change for a very short time
and their gaze subsequently often ‘slides’ along the agent’s
arm in the direction of the reference object, or follows the
agent’s gaze direction.

Unlike a textual interface (one revealing text line by line)
that captures users’ attention to a high degree, users seem
to attend to the visual appearance of the agent in a bal-
anced way, with shifts to and from the object currently
being presented. These results also forward the discussion
about the believability of life-like agents and the ‘Charac-
ters As Social Actors’ effect in a new way. The eye move-
ments of users watching a presentation given by an agent
provide quantifiable evidence of their perception of the
agent’s believability. Here, the believability of the agent
can be conceived as its ability to direct the user’s focus of
attention to objects of interest while maintaining aspects
of the social interaction protocol. However, we certainly
have to be careful not to over-interpret the results of a pilot
study with small sample size. We also have to be cautious
when interpreting the social effect of interface agents. It
might well be true that different kinds of animated interface
object attract users’ attention, even non-anthropomorphic
ones, such as an arrow.
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A sometimes heard concern about employing eye track-
ing technology to evaluate the effect and utility of animated
interface agents is that most of the results were to be
expected. With the exception of the related study described
in Witkowski et al. (2001), our work is the first one that
aims at investigating the effect of animated agent behavior
on a moment-to-moment basis. The aforementioned expec-
tation is seemingly based on the assumption that even on
the mostly involuntary level of eye movements, humans
would interact with an animated presenter as they do with
a real human presenter. This assumption, in our view, is
considerably stronger than assuming the often reported
‘‘suspense of disbelief’’ when interacting with virtual figures
(Bates, 1994), and hence, worth investigating.

Besides eye movement data, we also collected biometric
user information in order to study the affective state of user
during the presentation. However, contrary to the study
described in Wilson and Sasse (2000), neither skin conduc-
tance nor heart rate activity yielded significant differences
between the presentation conditions.

The outcome of the questionnaire supports the interpre-
tation of life-like agents carrying the risk of distracting
users from the material being presented (see also van Mul-
ken et al. (1998)). However, it should be emphasized that
unlike the work of Moreno (2004), improving student
learning with life-like agents was not the rationale for this
study.

5. Conclusions

It is often argued that life-like agents are endowed with
embodied intelligence – they are able to employ human-like
verbal and gestural behavior to behave naturally toward
users (Cassell et al., 2000). However, so far little quantita-
tive evidence exists that users also interact naturally with
animated agents in terms of largely involuntary character-
istics of interactivity such as attentional focus, which is an
important prerequisite for their believability and utility as
virtual interaction partners. The results of the current study
can be seen as support for the claim that life-like agents
may trigger natural behavior in users.

Besides an extended investigation of the microstructure
of gaze transitions, future work will also include the defini-
tion of comprehensive temporal measures of analysis for
agent based interactive interfaces. Here, the work described
in Goldberg and Kotval (1999) may serve as a starting
point. A further interesting future direction is to track
and analyze users’ pupil dilation that has been shown as
an index for confusion and surprise (Umemuro and
Yamashita, 2003) and for affective interest (Hess, 1972;
Partala and Surakka, 2003).

Another natural extension of our work is to explore eye
movements in the context of human–agent interaction where
the user may actively participate in the conversational pro-
cess. Nakano et al. (2003) designed a life-like agent (Mack)
that provides the user with directions on a (shared) physical
map, and derives information about the user’s conversation-
al state from gaze behavior. For instance, if the user is gazing
at the shared referent (the map), it is interpreted as positive
evidence of understanding on the part of the user, i.e. the
information is assumed as ‘grounded’.

In terms of the future of interfaces employing life-like
interface agents, the study in this paper was intended to moti-
vate and propel research into agent based interfaces that rec-
ognize physiological information of users in real-time, and
respond appropriately to users’ affective state and attention-
al focus (see Prendinger and Ishizuka (2005) for an early
attempt). It is our hope that complementing multi-modal
output and synchronization of behavior of life-like agents
by multi-sensor input recognition and signal fusion will
greatly advance interfaces that realize efficient and natural
communication between humans and computers.
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