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Abstract

Ordering information is a difficult but important task for applications generating natural-
language texts such as multi-document summarization, question answering, and concept-
to-text generation. In multi-document summarization, information is selected from a set of
source documents. However, improper ordering of information in a summary can confuse
the reader and deteriorate the readability of the summary. Therefore, it is vital to properly
order the information in multi-document summarization. We present a bottom-up approach
to arrange sentences extracted for multi-document summarization. To capture the associa-
tion and order of two textual segments (e.g. sentences), we define four criteria: chronology,
topical-closeness, precedence, and succession. These criteria are integrated into a criterion
by a supervised learning approach. We repeatedly concatenate two textual segments into
one segment based on the criterion, until we obtain the overall segment with all sentences
arranged. We evaluate the sentence orderings produced by the proposed method and nu-
merous baselines using subjective gradings as well as automatic evaluation measures. We
introduce the average continuity, an automatic evaluation measure of sentence ordering in
a summary, and investigate its appropriateness for this task.
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1 Introduction

Multi-document summarization (MDS) (Radev and McKeown, 1999; Carbonell
and Goldstein, 1998; Elhadad and McKeown, 2001) tackles the information over-
load problem by providing a condensed and coherent version of a set of documents.
Among a number of sub-tasks involved in MDS including sentence extraction, topic
detection, sentence ordering, information extraction, and sentence generation most
MDS systems have been based on an extraction method, which identifies important
textual segments (e.g. sentences or paragraphs) in source documents. It is impor-
tant for such MDS systems to determine a coherent arrangement for the textual
segments extracted from multi-documents, in order to reconstruct the text structure
for summarization.

A summary with improperly ordered sentences confuses the reader and degrades
the quality/reliability of the summary itself. Barzilay et al. (2002) has provided
empirical evidence to show that the proper order of extracted sentences significantly
improves their readability. Lapata (2006) experimentally shows that the time taken
to read a summary strongly correlates with the arrangement of sentences in the
summary.

For example, consider the three sentences shown in Figure 1, selected from a refer-
ence summary in Document Understanding Conference (DUC) 2003 dataset. The
first and second sentences are extracted from the same source document, whereas
the third sentence is extracted from a different document. Although all three sen-
tences are informative and talk about the storm, Gilbert, the sentence ordering
shown in Figure 1 is inadequate. For example, the phrase, such storms, in sentence
1, in fact refers to Category 5 storms, described in sentence 2. A better arrangement
of sentences in this example would be 3-2-1.

In single document summarization, where a summary is created using only one
document, it is natural to arrange the extracted information in the same order as
in the original document. In contrast, for multi-document summarization, we need
to establish a strategy to arrange sentences extracted from different documents .
Ordering extracted sentences into a coherent summary is a non-trivial task. For ex-
ample, identifying rhetorical relations (Mann and Thompson, 1988) in a document
has been a difficult task for computers. However, our task of constructing a coherent
summary from an unordered set of sentences is even more difficult. Source docu-
ments for a summary may have been written by different authors, have different
writing styles, or written on different dates, and based on the different background
knowledge. We cannot expect a set of extracted sentences from such a diverse set
of documents to be coherent on their own.

The problem of information ordering is not limited to automatic text summariza-
tion, and concerns natural language generation applications. A typical natural lan-



(1) Such storms have maximum sustained winds greater than 155 mph and can
cause catastrophic damage.

(2) Earlier Wednesday, Gilbert was classified as a Category 5 storm, the strongest
and deadliest type of hurricanes.

(3) Tropical Storm Gilbert formed in the eastern Caribbean and strengthened into
a hurricane Saturday night.

Fig. 1. Randomly ordered sentences in a summary

guage generation (NLG) (Reiter and Dale, 2000a) system consists of six compo-
nents: content determination, discourse planning, sentence aggregation, lexicaliza-
tion, referring expression generation, and orthographic realization. Among those,
information ordering is particularly important in discourse planning, and sentence
aggregation (Karamanis and Manurung, 2002; Duboue and McKeown, 2002, 2001).
In concept-to-text generation (Reiter and Dale, 2000b), given a concept (e.g. a key-
word, a topic, or a collection of data), the objective is to produce a natural language
text about the given concept. For example, consider the case where generating game
summaries, given a database containing statistics of American football. A sentence
ordering algorithm can support a natural language generation system by helping to
order the sentences in a coherent manner.

In this paper, we propose four criteria to capture the association of sentences in the
context of multi-document summarization for newspaper articles. These criteria
are then integrated into one criterion by a supervised learning approach. We pro-
pose a bottom-up approach in arranging sentences, which repeatedly concatenates
textual segments until the overall segment with all sentences is arranged. More-
over, we investigate several automatic evaluation measures for the task of sentence
ordering in multi-document summarization because subjective evaluations of sen-
tence orderings is time consuming and difficult to reproduce. The proposed method
outperforms existing sentence ordering algorithms, and shows a high correlation
(Kendall’s 7 of 0.612) with manually ordered sentences. Subjective evaluations
made by human judges reveal that the majority of summaries (ca. 64%) produced
by the proposed method are coherent (i.e. graded as perfect or acceptable). Among
the semi-automatic evaluation measures investigated in our experiments, we found
that Kendall’s 7 coefficient has the best correlation with subjective evaluations.

2 Related Work

Existing methods for sentence ordering are divided into two approaches: making
use of chronological information (McKeown et al., 1999; Lin and Hovy, 2001;
Barzilay et al., 2002; Okazaki et al., 2004), and learning the natural order of sen-
tences from large corpora (Lapata, 2003; Barzilay and Lee, 2004; Ji and Pulman,
2006). A newspaper usually disseminates descriptions of novel events that have oc-



curred since the last publication. For this reason, the chronological ordering of sen-
tences is an effective heuristic for multi-document summarization (Lin and Hovy,
2001; McKeown et al., 1999). Barzilay et al. (2002) proposed an improved version
of chronological ordering by first grouping sentences into sub-topics discussed in
the source documents, then arranging the sentences in each group chronologically.

Okazaki et al. (2004) proposed an algorithm to improve the chronological ordering
by resolving the presuppositional information of extracted sentences. They assume
that each sentence in newspaper articles is written on the basis that presuppositional
information should be transferred to the reader before the sentence is interpreted.
The proposed algorithm first arranges sentences in a chronological order, and then
estimates the presuppositional information for each sentence by using the content
of the sentences placed before each sentence in its original article. The evaluation
results show that the proposed algorithm improves the chronological ordering sig-
nificantly.

Lapata (2003) presented a probabilistic model for text structuring and its appli-
cation in sentence ordering. Her method computes the transition probability from
one sentence to the next in two sentences, from a corpus based on the Cartesian
product using the following features: verbs (precedent relationships of verbs in the
corpus), nouns (entity-based coherence by keeping track of the nouns), and depen-
dencies (structure of sentences). Lapata (2006) also proposed the use of Kendall’s
rank correlation coefficient (Kendall’s 7) for the automatic evaluation that quanti-
fies the differences between orderings produced by an algorithm and by a human.
Although she has not compared her method with chronological ordering, it could
be applied to generic domains, not relying on the chronological clue specific to
newspaper articles.

Barzilay and Lee (2004) proposed content models to deal with the topic transition
in domain specific text. The content models are implemented by Hidden Markov
Models (HMMs), in which the hidden states correspond to topics in the domain of
interest (e.g. earthquake magnitude or previous earthquake occurrences), and state
transitions capture possible information-presentation orderings. The evaluation re-
sults showed that their method outperformed Lapata’s approach by a wide margin.
They did not compare their method with chronological ordering as an application
of multi-document summarization.

Ji and Pulman (2006) proposed a sentence ordering algorithm using a semi-supervised
sentence classification and historical ordering strategy. Their algorithm includes
three steps: the construction of sentence networks, sentence classification, and sen-
tence ordering. First, they represent a summary as a network of sentences. Nodes
in this network represent sentences in a summary, and edges represent transition
probabilities between two nodes (sentences). Next, the sentences in the source doc-
uments are classified into the nodes in this network. The probability p(cy|s;), of a
sentence s; in a source document belonging to a node ¢, in the network, is defined



as the probability of observing s, as a sample from a Markov random walk in the
sentence network. Finally, the extracted sentences are ordered to the weights of the
edges. They compare the sentence ordering produced by their method against man-
ually ordered summaries using Kendall’s 7. Unfortunately, they do not compare
their results against the chronological ordering of sentences, which has been shown
to be an effective sentence ordering strategy in multi-document news summaries.

As described above, several good strategies/heuristics to deal with the sentence or-
dering problem have been proposed. In order to integrate multiple strategies/heuristics,
we have formalized them in a machine learning framework, and have considered
an algorithm to arrange the sentences using the integrated strategy.

3 Method

We define notation a > b to represent that sentence a precedes sentence b. We use
the term segment, to describe a sequence of ordered sentences. When segment A
consists of sentences ay, as, ..., a,, in this order, we denote it as:

A= (a1 > as > ... = ap). (1

The two segments A and B can be ordered as either B after A, or A after B. We
define the notation A > B to show that segment A precedes segment 5.

Let us consider a bottom-up approach in arranging the sentences. Starting with a
set of segments initialized with a sentence for each, we concatenate two segments,
with the strongest association (discussed later) of all possible segment pairs, into
one segment. Repeating the concatenating will eventually yield a segment with all
sentences arranged. The algorithm is considered as a variation of agglomerative hi-
erarchical clustering, with the ordering information retained at each concatenating
process.

The underlying idea of the algorithm, a bottom-up approach to text planning, was
proposed by Marcu (1997). Assuming that the semantic units (sentences) and their
rhetorical relations (Mann and Thompson, 1988) (e.g., sentence a is an elaboration
of sentence d) are given, he modeled the text structuring task as a problem of finding
the best discourse tree that satisfies the set of rhetorical relations. He stated that the
global coherence could be achieved by satisfying local coherence constraints in
ordering and clustering, thereby ensuring that the resultant discourse tree was well-
formed.

Unfortunately, identifying the rhetorical relation between two sentences has been
a difficult task for computers (Marcu, 2000). However, the bottom-up algorithm
for arranging sentences can still be applied only if the direction and strength of
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Fig. 2. Arranging four sentences A, B, C, and D with a bottom-up approach.

the association of the two segments (sentences) are defined. Hence, we introduce a
function f(A > B) to represent the direction and strength of the association of two
segments, A and B,

_ [p (if Aprecedes B)
f(A» B) = {() (if B precedes A) ’ ”

where p (0 < p < 1) denotes the association strength of the segments A and B. The
association strengths of the two segments with different directions, e.g., f(A > B)
and f(B > A), are not always identical by our definition,

f(A= B) # f(B > A). 3)
Figure 2 shows the process of arranging four sentences a, b, ¢, and d. We first
initialize four segments with a sentence for each,

A= (a),B=(b),C=(c),D = (d). 4)
Supposing that f(B > A) has the highest value of all possible pairs, e.g., f(A >
B), f(C = D), etc, we concatenate B and A to obtain a new segment,

E=(>a). 5)
Then, we search for the segment pair with the strongest association. Supposing that
f(C = D) has the highest value, we concatenate C' and D to obtain a new segment,

F=(cd). (6)
Finally, comparing f(E >~ F') and f(F > E), we obtain the final sentence order-
ing,

G=(b=a>c>d). (7)



Algorithm 1 Sentence ordering algorithm.

1: P—{(s1),(s2),...}

2: while |P| > 1do
(paapb) S argmaXpy, o.cP, p;#p; f<p1 -~ pj)
4: for s € p, do
S Pa <~ Pa DS
6: end for
7. P+« P\ {p}
8:
9:

w

end while
return P

Algorithm 1 presents the pseudo code of the sentence ordering algorithm. Algo-
rithm 1 takes a set of extracted sentences .S as input, and returns a single segment
of ordered sentences. First, for each sentence s; in .S, we create a segment p; that
contains s; only. Subsequently, we find the two segments, p, and p, in the set of
segments P, that have the maximum strength of association (Line No. 3). The for
loop in lines 4-6 then appends the sentences in segment py to the end of segment p,,.
The operator ¢ in Line No. 5 denotes this appending operation. We then remove
the segment p, from P (Line No. 7). This process is repeated until we are left with a
single segment in P. In Algorithm 1, we use the notation | P| to denote the number
of elements (i.e. segments) in P.

In the above description, we have not defined the association of two segments.
We define four criteria to capture the association of two segments: chronology,
topical-closeness, precedence, and succession. These criteria are integrated into a
function f(A > B) by using a machine learning approach. The rest of this section
explains the four criteria, and an integration method with a Support Vector Machine
(SVM) (Vapnik, 1998) classifier.

3.1 Chronology criterion

Chronology criterion reflects the chronological ordering (Lin and Hovy, 2001;
McKeown et al., 1999), by which sentences are arranged in the chronological or-
der of publication timestamps. A newspaper usually deals with novel events that
have occurred since the last publication. Consequently, the chronological ordering
of sentences has shown to be particularly effective in multi-document news sum-
marization. As already discussed in Section 2, previous studies have proposed sen-
tence ordering algorithms using chronological information. Publication timestamps
are used to decide the chronological order among sentences extracted from differ-
ent documents. However, if no timestamp is assigned to documents, or if several
documents have the identical timestamp, the chronological ordering does not pro-
vide a clue for sentence ordering. Inferring temporal relations among events (Mani
et al., 2003; Mani and Wilson, 2000) using implicit time references (such as tense



system) (Lapata and Lascarides, 2006), and explicit time references (such as tem-
poral adverbials) (Filatova and Hovy, 2001), might provide an alternative clue for
chronological ordering. However, inferring temporal relations across a diverse set
of multiple documents is a difficult task. Consequently, by assuming the availabil-
ity of temporal information in the form of timestamps, we define the strength of
association in arranging segments 5 after A, measured by a chronology criterion
fenro(A > B) in the following formula:

1 T(an) < T(b)

1 [D(am) =D(b1)] A [N(amn) < N(b1)]

8-5 [Téam)‘ = T(b1)] A [D(am) # D(b1)]
otherwise

fchro(A > B) =

®)

Here, a,, represents the last sentence in segment A, b; represents the first sentence
in segment B, T'(s) is the publication date of the sentence s, D(s) is the unique
identifier of the document to which sentence s belongs, and N (s) denotes the line
number of sentence s in the original document. The chronological order of segment
B arranging after A is determined by comparing the last sentence in the segment A
and the first sentence in the segment 5.

The chronology criterion assesses the appropriateness of arranging segment B after
A if sentence a,, is published earlier than sentence b, or if sentence a,,, appears be-
fore b; in the same article. For sentences extracted from the same source document,
preferring the original order in the source document has proven to be effective for
single document summarization (Barzilay et al., 2002). The second condition in the
chronological criterion defined in formula 8 imposes this constraint. If sentence a,,
and b, are published on the same day, but appear in different articles, the criterion
assumes the order to be undefined. If none of the above conditions are satisfied,
the criterion estimates that segment B will precede A. By assigning a score of zero
for this condition in formula 8, the chronological criterion guarantees that sentence
orderings which contradicts with the definition of chronological ordering are not
produced.

In addition to the formulation of chronology criterion defined by Formula 8, in
our preliminary experiments we tried alternatives that consider the absolute time
difference between the publication dates of articles. For two sentences extracted
from different articles (i.e. D(a,,)#D(b;)), we defined the chronological distance
between them as the difference of publication dates in days. The chronological dis-
tances in a summary are normalized to values in range [0, 1] by dividing from the
maximum value of chronological distances. However, we did not find any signifi-
cant improvement in the sentence orderings produced by this alternative approach
in our experiments. Therefore, we only consider the simpler version of chronolog-
ical criterion defined in Formula 8.



(a) The earthquake crushed cars, damaged hundreds of houses and terrified people
for hundreds of kilometers around.

(b) A major earthquake measuring 7.7 on the Richter scale rocked north Chile
Wednesday.

(c) Authorities said two women, one aged 88 and the other 54, died when they
were crushed under collapsing walls.

Fig. 3. Three sentences from a summary about an earthquake.

3.2 Topical-closeness criterion

A set of documents discussing a particular event usually contains information re-
lated to multiple topics. For example, a set of newspaper articles related to an earth-
quake typically contains information about the magnitude of the earthquake, its lo-
cation, casualties, and rescue efforts. Grouping sentences by topics has shown to
improve the readability of a summary (Barzilay et al., 2002; Barzilay and Lee,
2004). For example, consider the three sentences shown in Figure 3, selected from
a summary of an earthquake in Chile. Sentences (a) and (c) in Figure 3 present
details about the damage by the earthquake, whereas sentence (b) conveys infor-
mation related to the magnitude and location of the earthquake. In this example,
sentences (a) and (c) can be considered as topically related. Consequently, when
the three sentences are ordered as show in Figure 3, we observe abrupt shifts of
topics from sentence (a) to (b), and from (b) to (c). A better arrangement of the
sentences that prevents such disfluencies is (b)-(a)-(c).

The topical-closeness criterion deals with the association of two segments, based
on their topical similarity. The criterion reflects the ordering strategy proposed by
Barzilay et al. (2002), which groups sentences referring to the same topic. To mea-
sure the topical closeness of two sentences, we represent each sentence by using
a vector. First, we remove stop words (i.e. functional words such as and, or, the,
etc.) from a sentence and lemmatize verbs and nouns. Second, we create a vector in
which each element corresponds to the words (or lemmas in the case of verbs and
nouns) in the sentence. Values of elements in the vector are either 1 (for words that
appear in the sentence) or 0 (for words that do not appear in the sentence). 2

We define the topical closeness of two segments A and B as follows,

1
fropic(A = B) = — » maxsim(a,b). 9)
top |B’ beB acA

2 Using the frequencies of words instead of the binary (0, 1) values as vector elements,
did not have a positive impact in our experiments. We think this is because, compared to a
document, a sentence typically has a lesser number of words, and a word does not appear
many times in a single sentence.



(a) Honduran death estimates grew from 32 to 231 in the first days, to 6, 076 with
4,621 missing.

(b) Honduras braced as category 5 Hurricane Mitch approached.

(c) The EU approved 6.4 million in aid to Mitch’s victims.

Fig. 4. Precedence relations in a summary
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Fig. 5. Precedence criterion

Here, sim(a, b) denotes the similarity of sentences a and b, calculated by the co-
sine similarity of two vectors corresponding to the sentences. For sentence b € B,
max,ec 4 sim(a, b) yields the similarity between sentences b and a € A, which is the
most similar to b. The topical-closeness criterion fipic(A > B) assigns a higher
value when the topic referred to by segment B is the same as by segment A.

3.3 Precedence criterion

In extractive multi-document summarization, only the important sentences that
convey the main points discussed in source documents are selected to be included
in the summary. However, a selected sentence can presuppose information from
other sentences that were not selected by the sentence extraction algorithm. For
example, consider the three sentences shown in Figure 4, selected from a sum-
mary on hurricane Mitch. Sentence (a) describes the after-effects of the hurricane,
whereas sentence (b) introduces the hurricane. To understand the reason for the
deaths mentioned in sentence (a), one must first read sentence (b). Consequently, it
is appropriate to arrange the three sentences in Figure 4 in the order (b)-(a)-(c). In
general, it is difficult to perform such an in-depth logical inference on a given set of
sentences. Instead, we use source documents to estimate precedence relations. For
example, assuming that in the source document where sentence (a) was extracted,
there exist a sentence that is similar to sentence (b), we can conclude that sentence
(b) should precede sentence (a) in the summary.

10



To formally define the precedence criterion, let us consider the case illustrated in
Figure 5, where we arrange segment A before B. Each sentence in segment B
has the presuppositional information such as background information or introduc-
tory facts that should be conveyed to a reader in advance. Given sentence b € B,
such presuppositional information may be presented by the sentences appearing
before the sentence b in the original article. However, we cannot guarantee whether
a sentence-extraction method for multi-document summarization chooses any sen-
tences before b for a summary, because the extraction method usually determines a
set of sentences within the constraint of summary length that maximizes informa-
tion coverage and excludes redundant information. The precedence criterion mea-
sures the substitutability of the presuppositional information of segment 5 (e.g, the
sentences appearing before sentence b) as segment A. This criterion is a formaliza-
tion of the sentence-ordering algorithm proposed by Okazaki et al. (2004).

We define the precedence criterion in the following formula,

1 .
fpre(A > B) = ’E = ae%%gpb Slm(aap)' (10)

Here, f,..(A > B) is the strength of association for ordering segment B after A,
measured using the precedence criterion. P, is a set of sentences appearing before
sentence b in the original article from which b was extracted. If b is the first sen-
tence in its source document, then P, is the empty set. For each sentence p in set P,
we compute the cosine similarity sim(a, b) between p and sentences a in segment
A. Cosine similarity between sentences are computed exactly as described in the
topical-closeness criterion. We find the maximum similarity between p and any sen-
tence from segment A. Finally, we average the similarity scores by dividing from
the number of sentences in segment 5. Figure 5 shows an example of calculating
the precedence criterion for arranging segment B after A. We approximate the pre-
suppositional information for sentence b by sentences P, i.e., sentences appearing
before the sentence b in the original article. Calculating the maximum similarity in
the possible pairs of sentences in P, and A, Formula 10 is interpreted as the average
similarity of the precedent sentences VP, (b € B) to the segment A.

3.4  Succession criterion

In extractive multi-document summarization, sentences that describe a particular
event are extracted from a set of source articles. Usually, there exist a logical se-
quence among the information conveyed in the extracted sentences. For example, in
Figure 3, sentence (a) describes the results of the earthquake described in sentence
(b). It is natural to order a sentence that describes the result or an effect of a certain
cause after a sentence that describes the cause. Therefore, in Figure 3, sentence (a)
should be ordered after sentence (b) to create a coherent summary. We use the in-

11
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Fig. 6. Succession criterion

formation conveyed in source articles to propose succession criterion to capture the
coverage of information for sentence ordering in multi-document summarization.

The succession criterion assesses the coverage of the succeeding information for
segment A by arranging segment B after A:

1 .
fsucC(A - B) - maeAselgl%)éB&m(S’b). (11)

Here, for each sentence a in segment A, S, denotes the set of sentences appearing
after sentence a in the original article (i.e. article from which a was extracted). For
each sentence s in set S,, we compute the cosine similarity sim(s, b), between sen-
tences s and sentences b in segment 3. Cosine similarity is computed exactly as
described in the topical-closeness criterion. Figure 6 shows an example of calcu-
lating the succession criterion to arrange segments B after A. We approximate the
information that should follow segment A by the sentences in segments S,,. We then
compare each segment S, with segment B to measure how much segment B covers
this information. The succession criterion measures the substitutability of the suc-
ceeding information, (e.g., the sentences appearing after the sentence a € A) such
as segment B.

3.5 SVM classifier to assess the integrated criterion

We described four criteria for measuring the strength and direction of association
between two segments of texts. However, it is still unclear which criteria and con-
ditions increase the performance. A human may use a combination of criteria to
produce a summary. Thus, we use summaries created by humans as training data to
find the optimum combination of the proposed criteria so that the combined func-
tion fits to the human-made summary. We integrate the four criteria: chronology,

12
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Fig. 7. Partitioning a human-ordered extract into pairs of segments
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Fig. 8. Two vectors in a training data generated from two ordered segments A >~ B

topical-closeness, precedence, and succession, to define the function f(A > B) to
represent the association direction and strength of the two segments A and B (For-
mula 2). More specifically, given the two segments A and B, function f(A > B)
yields the integrated association strength based on four values, fo.o(A > B),
Jropic(A = B), fore(A = B), and fuec(A > B). Formalizing the integration task
as a binary classification problem, we employ a Support Vector Machine (SVM) to
model the function.

We partition a human-ordered extract into pairs each of which consists of two non-
overlapping segments. Let us explain the partitioning process taking four human-
ordered sentences, a > b > ¢ > d shown in Figure 7. Firstly, we place the par-
titioning point just after the first sentence a. Focusing on sentences a and b at the
boundary of the partition point, we extract the pair {(a), (b)} of two segments (a)
and (b). Enumerating all possible pairs of two segments appearing just before/after
the partitioning point, we obtain the following pairs, {(a), ()}, {(a), (b > ¢)}
and {(a),(b > ¢ > d)}. Similarly, segment pairs, {(b),(¢)}, {(a > b),(c)},
{(0),(c = d)}, {(a = b),(c > d)}, are obtained from the partitioning point be-
tween sentences b and c. Collecting the segment pairs from the partitioning point
between sentences ¢ and d (i.e. {(c), (d)}, {(b = ¢),(d)} and {(a = b > ¢), (d)}),
in total, ten pairs were extracted from the four sentences shown in Figure 7. In gen-
eral, this process yields n(n? — 1)/6 pairs from ordered n sentences. From each
pair of segments, we generate one positive and one negative training instance as
follows.

Given a pair of two segments A and B, arranged in an order A >~ B, we ob-
tain a positive training instance (labeled as 41) by computing a four dimensional
vector (Figure 8) with the following elements: feno(A = B), fiopic(A = B),
Jore(A = B), and fc(A > B). Similarly, we obtain a negative training instance
(labeled as —1) corresponding to B > A. We use a manually ordered set of sum-
maries and assume an ordering A > B as a positive sentence ordering (for training
purposes) if in a manually ordered summary the sentence A precedes the sentence
B. For such two sentences A and B, we consider the ordering B - A as a negative

13



sentence ordering (for training purposes). Accumulating these instances as training
data, we construct a binary classifier modeled by a Support Vector Machine. The
SVM classifier yields the association direction of two segments (e.g. A >~ B or
B = A) with the class information (i.e., +1 or —1).

We assign the association strength of two segments by using the posterior probabil-
ity that the instance belongs to a positive (+1) class. When an instance is classified
into a negative (—1) class, we set the association strength as zero (see the definition
of Formula 2). Because SVM is a large-margin classifier, the output of an SVM
is the distance from the decision hyperplane. However, the distance from a hyper-
plane is not a valid posterior probability. We use sigmoid functions to convert the
distance into a posterior probability (see Platt (2000) for a detailed discussion on
this topic).

4 Evaluation

4.1 Outline of Experiments

This section outlines the numerous experiments that we conduct to evaluate the
proposed sentence ordering algorithm. Further details of each experiment will be
given in the sections to follow. It is noteworthy that the proposed method is only a
sentence ordering algorithm and not a complete text summarization system. For ex-
ample, a typical extractive multi-document summarization system would first select
sentences from a given set of documents, and then order the selected sentences to
produce a coherent summary. However, the proposed method does not extract any
sentences from a set of documents, but assumes that sentence extraction has already
completed, and only focuses on ordering those extracted sentences. Therefore, it
cannot be directly compared with text summarization algorithms which perform
sentence extraction such as maximum marginal relevance (MMR) (Carbonell and
Goldstein, 1998). Consequently, we compare the proposed sentence ordering algo-
rithm with previously proposed sentence ordering algorithms for multi-document
summarization. In our experiments, all sentence ordering algorithms are given the
same set of extracted sentences (a set of sentences are extracted for each topic in
advance), and only the ordering of sentences is different in the summaries produced
by different algorithms.

Our experiment dataset is described in Section 4.2. First, we subjectively evalu-
ate the summaries produced by the proposed method and numerous other sentence
ordering algorithms in Section 4.3. Specifically, we compare the proposed agglom-
erative clustering-based sentence ordering algorithm (AGL) with six other sentence
ordering algorithms: random ordering (RND), human-made ordering (HUM), chrono-
logical ordering (CHR), topical-closeness ordering (TOP), precedence ordering
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(PRE), and succedence ordering (SUC). Here, RND and HUM respectively cor-
respond to the lower and upper baselines of sentence ordering. Details of these
sentence ordering algorithms are presented later in Section 4.2. We asked three hu-
man judges to independently rate each sentence ordering produced by the different
sentence ordering algorithms using four grades: perfect, acceptable, poor, and un-
acceptable. The guidelines for grading and the results of the subjective evaluation
are detailed in Section 4.3.

Section 4.4 introduces three semi-automatic evaluation measures for sentence or-
dering. Specifically, we define Kendall’s rank correlation coefficient (i.e. Kendall’s
7), Spearman’s rank correlation coefficient, and the average continuity measure.
Kendall’s 7 and Spearman coefficient are used in previous work on evaluating sen-
tence orderings. Average continuity is a novel metric that we propose in this pa-
per. All three semi-automatic evaluation measures compare a sentence ordering
produced by a system under evaluation against a human-made reference sentence
ordering. Moreover, in Section 4.5 we extend the semi-automatic evaluation mea-
sures to incorporate more than one reference orderings. We present the experimen-
tal results of our semi-automatic evaluation in Section 4.6. A good semi-automatic
evaluation measure must have a high degree of correlation with subjective gradings
provided by humans. In Section 4.7, we compare the correlation between semi-
automatic evaluation measures defined in the paper with subjective gradings. Fi-
nally, in Section 4.8 we experimentally evaluate the contribution of the four sen-
tence ordering criteria (i.e. chronology, topical-relatedness, precedence, and suc-
cession) used by the proposed method. Specifically, we train and test the proposed
sentence ordering algorithm by holding out each criterion at a time and measure
the difference in performance using semi-automatic evaluation measures.

4.2 Experiment Dataset

We evaluated the proposed method using the 3rd Text Summarization Challenge
(TSC-3) corpus ® . Text Summarization Challenge is a multiple document summa-
rization task organized by the “National Institute of Informatics Test Collection
for IR Systems” (NTCIR) project*. TSC-3 dataset was introduced in the 4th NT-
CIR workshop held in June 2-4, 2004. The TSC-3 dataset contains multi-document
summaries for 30 news events. The events are selected by the organizers of the TSC
task. For each topic, a set of Japanese newspaper articles are selected using some
query words. Newspaper articles are selected from Mainichi Shinbun and Yomiuri
Shinbun, two popular Japanese newspapers. All newspaper articles in the dataset
have their date of publication annotated. Moreover, once an article is published,
it is not revised or modified. Therefore, all sentences in an article bares the time

3" http://Ir-www.pi.titech.ac.jp/tsc/tsc3-en.html
4 http://research.nii.ac.jp/ntcir/index-en.html
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Table 1
Correlation between two sets of human-ordered extracts

Metric Mean Std.Dev Min Max
Spearman 0.739  0.304 -0.2 1
Kendall 0.694 0.290 0 1

Average Continuity 0.401 0.404  0.001 1

stamp of the article.

Although we use Japanese text summaries for experiments, it is noteworthy that
there are no fundamental differences between Japanese and English text summa-
rization. In fact, popular summarization algorithms originally designed for English
text summarization, such as the maximum marginal relevance (MMR) (Carbonell
and Goldstein, 1998), have been successfully employed to summarize Japanese
texts (Mori and Sasaki, 2002).

For each topic, the organizers of the TSC task provide a manually extracted set of
sentences. On average, a manually extracted set of sentences for a topic contains
15 sentences. The participants of the workshop are required to run their multi-
document summarization systems on newspaper articles selected for each of the
30 topics and submit the results to the workshop organizers. The output of each
participating system is compared against the manually extracted set of sentences
for each of the topics using precision, recall and F-measure. Essentially, the task
evaluated in TSC is sentence extraction for multi-document summarization.

In order to construct the training data applicable to the proposed method, we asked
two human subjects to arrange the extracts. The two human subjects worked in-
dependently and arranged sentences extracted for each topic. They were provided
with the source documents from which the sentences were extracted. They read the
source documents before ordering sentences in order to gain background knowl-
edge on the topic. From this manual ordering process, we obtained 30(topics) x
2(humans) = 60 sets of ordered extracts. Table 1 shows the agreement of the
ordered extracts between the two subjects. The correlation is measured by three
metrics: Spearman’s rank correlation, Kendall’s rank correlation, and average con-
tinuity. Definitions of these automatic evaluation measures are described later in
section 4.4. The mean correlation values (0.74 for Spearman’s rank correlation and
0.69 for Kendall’s rank correlation) indicate a strong agreement in sentence or-
derings made by the two subjects. In 8 out of the 30 extracts, sentence orderings
created by the two human subjects were identical.

We applied the leave-one-out method to the proposed method, to produce a set
of sentence orderings. In this experiment, the leave-out-out method arranges an
extract by using an SVM model trained from the rest of the 29 extracts. Repeating
this process 30 times with a different topic for each iteration, we generated a set of
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30 orderings for evaluation. In addition to the proposed method, we prepared six
sets of sentence orderings produced by different baseline algorithms. We outline
the seven algorithms (including the proposed method):

Agglomerative ordering (AGL) is an ordering arranged by the proposed method.

Random ordering (RND) is the lowest anchor, in which sentences are arranged
randomly.

Human-made ordering (HUM) is the highest anchor, in which sentences are ar-
ranged by a human subject.

Chronological ordering (CHR) arranges sentences with the chronology criterion
defined in Formula 8. Sentences are arranged in chronological order of their
publication date (i.e. sentences belonging to articles published earlier are or-
dered ahead of sentences belonging to articles published later. Among sentences
belonging to the same source article, we order them according to the order in
which they appear in the article. Chronological ordering cannot define an order
for sentences belonging to articles with identical publication dates/times. Order-
ing among such sentences are decided randomly.

Topical-closeness ordering (TOP) arranges sentences with the topical-closeness
criterion defined in Formula 9. Ties are resolved randomly.

Precedence ordering (PRE) arranges sentences with the precedence criterion de-
fined in Formula 10. Ties are resolved randomly.

Succedence ordering (SUC) arranges sentences with the succession criterion de-
fined in Formula 11. Ties are resolved randomly.

The last four algorithms (CHR, TOP, PRE, and SUC) arrange sentences by the
corresponding criterion alone, each of which uses the association strength directly
without integrating other criteria. These orderings are expected to show the perfor-
mance of each criterion, and their contribution to the sentence ordering problem.

4.3 Subjective grading

Evaluating sentence orderings is a challenging task. Intrinsic evaluation, which in-
volves human judges to rank a set of sentence orderings, is a necessary approach
to this task (Barzilay et al., 2002; Okazaki et al., 2004; Lapata, 2006; Karamanis
and Mellish, 2005; Madnani et al., 2007). This section describes an intrinsic eval-
uation with subjective grading, followed by semi-automatic evaluation measures
described in Section 4.4.

We asked three human judges to rate sentence orderings according to the following
criteria. ®

® The human judges that participated in this evaluation are different from the two annota-
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Perfect A perfect summary is a text that we cannot improve any further by re-
ordering.

Acceptable An acceptable summary is one that makes sense, and is unnecessary
to revise even though there is some room for improvement in terms of its read-
ability.

Poor A poor summary is one that loses the thread of the story at some places, and
requires minor amendments to bring it up to an acceptable level.

Unacceptable An unacceptable summary is one that leaves much to be improved
and requires overall restructuring rather than partial revision.

To avoid any disturbance in rating, we inform the judges that the summaries were
made from a same set of extracted sentences, and that only the ordering of sentences
is different. Furthermore, the judges were given access to the source documents
for each summary. Figure 9 shows a summary that obtained a perfect grade. The
ordering 1 —4—5—6—-7—8—2—3—9— 10 was assigned an acceptable grade,
whereas4 —5—-6—-7—1—-2—-3—-8—9— 10 was given a poor grade. A random
ordering of the ten sentences 4 —7—2 —-10 -8 =3 —1 -5 — 6 — 9 received an
unacceptable grade.

We conduct subjective grading on random ordering (RND), chronological order-
ing (CHR), topical-closeness ordering (TOP), precedence ordering (PRE), succes-
sion ordering (SUC), the proposed sentence ordering algorithm (AGL), and the
human-made orderings (HUM). It is noteworthy that the TOP, PRE, and SUC cri-
teria cannot be used to produce a total ordering of sentences on their own, because
they cannot decide the first sentence in a summary. To produce a sentence ordering
using these criteria on their own, we used them as the strength of association in
Algorithm 1. For example, to produce a sentence ordering using only precedence
criterion, we use Formula 10 as the strength of association function f in Algo-
rithm 1. Kendall’s coefficient of concordance (Kendall’s 1), which assesses the
inter-judge agreement of overall ratings, reported a higher agreement between the
two judges (W = 0.873). Figure 10 shows the distribution of the subjective grading
made by the three judges. Each set of orderings has 30(topics) x 3(judges) = 90
ratings. Most RND orderings are rated as unacceptable. Out of the four criteria in-
troduced in section 3, CHR has the largest number of perfect orderings. Although
CHR and AGL orderings have roughly the same number of perfect orderings (ca.
24% for CHR and 27% for AGL), the AGL algorithm gained more acceptable or-
derings (37%) than the CHR algorithm (29%). When we counted both perfect and
acceptable summaries, the ratio for the proposed AGL algorithm was 64%, while
the CHR reached only 53%. This result suggests that the proposed method success-
fully incorporated the chronological ordering with other criteria. However, a huge
gap between AGL and HUM orderings was also found. In particular, the judges
rated 27% AGL orderings as perfect, while the figure rose as high as 77% for HUM

tors that created the two sets of reference summaries. All three judges are native Japanese
speakers and graduate school students, majoring in information engineering.
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(1) Hurricane Gilbert, one of the strongest storms ever, slammed into the Yucatan
Peninsula Wednesday and leveled thatched homes, tore off roofs, uprooted
trees and cut off the Caribbean resorts of Cancun and Cozumel.

(2) Tropical Storm Gilbert formed in the eastern Caribbean and strengthened into
a hurricane Saturday night.

(3) Gilbert reached Jamaica after skirting southern Puerto Rico, Haiti and the Do-
minican Republic.

(4) The Mexican National Weather Service reported winds gusting as high as 218
mph earlier Wednesday with sustained winds of 179 mph.

(5) More than 120,000 people on the northeast Yucatan coast were evacuated, the
Yucatan state government said.

(6) Shelters had little or no food, water or blankets and power was out.

(7) The storm killed 19 people in Jamaica and five in the Dominican Republic
before moving west to Mexico.

(8) Prime Minister Edward Seaga of Jamaica said Wednesday the storm destroyed
an estimated 100,000 of Jamaica’s 500,000 homes when it throttled the island
Monday.

(9) The National Hurricane Center said a hurricane watch was in effect on the
Texas coast from Brownsville to Port Arthur and along the coast of northeast
Mexico from Tampico north.

(10) The National Hurricane Center said Gilbert was the most intense storm on
record in terms of barometric pressure.

Fig. 9. An example of a perfect grade summary.

[l Perfect [_]Acceptable [ Poor Bl unacceptable
RND
CHR
TOP
PRE
SucC
AGL
HUM

0 20 40 60 80 100

Fig. 10. Subjective grading

orderings.

4.4  Methods for semi-automatic evaluation

Even though subjective grading consumes much time and effort, we cannot re-
produce the evaluation afterwards. Automatic evaluation measures are particularly
useful when evaluations must be performed quickly and repeatedly to tune an al-
gorithm . Previous studies (Barzilay and Lee, 2004; Lapata, 2003, 2006) employed
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Towa=(e=a=b=c>d)
Trep=(a>=b>=c>d>e)

Fig. 11. An example of an ordering under evaluation T, and its reference 7. f.

rank correlation coefficients including Spearman’s rank correlation coefficient, and
Kendall’s rank correlation coefficient (Kendall’s 7), to compare a sentence ordering
produced by a system against a manual ordering. In this section, we briefly survey
the existing semi-automatic evaluation measures (specifically, Kendall 7 and Spear-
man rank correlation coefficient), and introduce average continuity as an alternative
evaluation measure for sentence orderings.

Let S = s1...sy be asetof N items to be ranked. Let 7 and o denote two distinct
orderings of S. Then, Kendall’s rank correlation coefficient (Kendall, 1938) (also
known as Kendall’s 7) is defined as follows,

4C(m,0)

Here, C(7, o) is the number of concordant pairs between 7 and o (i.e. the number of
sentence pairs that have the same relative positions in both 7 and o). For example,
in Figure 11 between 1, and 7., there are six concordant sentence pairs: (a, b),
(a,c), (a,d), (b,c), (b,d), and (¢, d). These six concordant pairs yield a Kendall’s
7 of 0.2. Kendall’s 7 is in the range [—1, 1]. It takes the value 1 if the two sets of
orderings are identical, and —1 if one is the reverse of the other.

Likewise, Spearman’s rank correlation coefficient () between orderings 7 and o
is defined as follows,

6

NV T = 1) 2 (70— o) (13)

=1

rs =1-—

Here, 7(¢) and o (7) respectively denote the ith ranked item in 7 and o. Spearman’s
rank correlation coefficient for the example shown in Figure 11 is 0. Spearman’s
rank correlation, 7, ranges from [—1, 1]. Similarly to Kendall’s 7, the r; value of
1 is obtained for two identical orderings, and the r; computed between an ordering
and its revers is —1.

In addition to Spearman’s and Kendall’s rank correlation coefficients, we propose
an average continuity metric, which extends the idea of the continuity metric (Okazaki
et al., 2004), to continuous k sentences.

A text with sentences arranged in proper order does not interrupt the process of a
human reading from one sentence to the next. Consequently, the quality of a sen-
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tence ordering produced by a system can be estimated by the number of continuous
sentence segments that it shares with the reference sentence ordering. For example,
in Figure 11 the sentence ordering produced by the system under evaluation (7,4;)
has a segment of four sentences (a > b > ¢ > d), which appears exactly in that
order in the reference ordering (7,.¢). Therefore, a human can read this segment
without any disfluencies and will find to be coherent.

This is equivalent to measuring a precision of continuous sentences in an ordering
against the reference ordering. We define P, to measure the precision of n contin-
uous sentences in an ordering to be evaluated as,

m

P=—.
N—-n+1

(14)

Here, NV is the number of sentences in the reference ordering, n is the length of
continuous sentences on which we are evaluating, and m is the number of con-
tinuous sentences that appear in both the evaluation and reference orderings. In
Figure 11, we have two sequences of three continuous sentences (i.e., (a > b > ¢)
and (b > ¢ = d)). Consequently, the precision of 3 continuous sentences P is
calculated as:

Ps = 0.67. (15)

T 5-3+1

The Average Continuity (AC) is defined as the logarithmic average of P, over 2 to
k:

k
AC = exp (k’ilz log(P, + oz)) . (16)
n=2

Here, £ is a parameter to control the range of the logarithmic average, and « is a
fixed small value. It prevents the term inside the logarithm from becoming zero in
case P, is zero. We set k = 4 (i.e. more than five continuous sentences are not in-
cluded for evaluation), and & = 0.001. The average continuity is in the range [0, 1].
It becomes 0 when the evaluation and reference orderings share no continuous sen-
tences and 1 when the two orderings are identical.

Let us compute the average continuity between the two orderings T¢,, and 7.
as shown in Figure 11. First, we observe that there are three segments of two con-
secutive sentences (i.e. in Formula 14, for n = 2, m = 3) between 1., and T..;.
Namely, (a > b), (b > ¢), and (¢ > d). Therefore, P, computed using Formula 14 is
0.75 (i.e. 3/(5—2+1)). Similarly, we observe there are two segments of three con-
secutive sentences between 1., and T,.y. They are (a = b > ¢) and (b > ¢ > d).
Therefore, P; is 0.67 (i.e. 2/(5—341)). Finally, we observe that there exist a single
segment of four consecutive sentences (i.e. a > b > ¢ > d) between 1., and T..;.
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Towa=(e=a=b=c>d)
Ta=(a>=b>c>d>e)
Tg=(b>c>d>e>a)

Fig. 12. Comparing multiple reference orderings with a system ordering.

Therefore, P, as computed using Formula 14 is 0.5 (i.e. (1/(5 — 4 + 1)). There are
no segments with five or more consecutive sentences. We then use Formula 16 to
compute average continuity between 7., and 7. as follows,

AC = exp <4 L

- x (10g(Py +a) + log(Py + a) + log(Py + ) ).

Substituting values for P», P;, and P, computed as above, and setting o = 0.001,
we obtain an average continuity of 0.63 between T¢,q; and T,.;.

The underlying idea of Formula 16 is similar to that of BLEU metric (Papineni
et al., 2002), which was developed for the semi-automatic evaluation of machine-
translation (MT) systems. BLEU compares the overlap between a translation pro-
duced by an MT system and a translation created by a human using n-grams (of
words). If the two translations (by the MT system and by the human) share a large
number of n-grams, then the MT system receives a high BLEU score. BLEU first
computes the precision for n-grams with different lengths and then computes the
geometric mean of all precision values using a formula similar to Formula 16 used
to compute average continuity. Between two orderings of the same set of sentences,
the set of words that appear in both orderings is identical; only the ordering of sen-
tences is different. Therefore, average continuity measures the overlap between a
summary produced by a system and a human-made ordering of those sentences
using segments of continuous sentences instead of n-grams of words.

4.5 Using multiple reference orderings to evaluate sentence orderings

There can be more than one way to order a set of sentences to create a coherent
summary. Therefore, to evaluate a sentence ordering produced by an algorithm, we
must compare it with multiple reference orderings produced by different human
annotators. However, all evaluation measures described in Section 4.4 compare
a system ordering against one reference ordering. In this section, we modify the
evaluation measures introduced in Section 4.4 to handle more than one reference
ordering.

When comparing a system ordering against multiple reference orderings using the
Kendall’s 7, we consider a sentence pair (a, b) in the system ordering to be concor-
dant if at least one of the reference orderings has sentence a before sentence b. For
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example, let us consider the case shown in Figure 12 in which we compare a system
ordering, T.,,;, against two reference orderings 7’4 and Tz. If we only use 7’4 as
the reference, then pair (e, a) in T, will not be a concordant pair. However, if we
compare 1., against Tz, we find that e is followed by a. Therefore, we conclude
that (e, a) is a concordant pair. Kendall’s 7 between a system ordering 7 and a set

{o1,...,0.} of t multiple reference orderings is defined as,
AC(m, 01, ..., 0¢)
= -1 17
TNV {17
N
where, C(m,01,...,00)=>_ > Vi_(7(i) < ox(3))-
i=1 j=it1

Here, N is the number of sentences being ordered, and V% _; is a disjunctive func-
tion that returns the value 1 if at least one of the (7(i) < ox(j)) inequalities is
satisfied. It returns the value zero if none of the inequalities are satisfied.

We modify the Spearman’s rank correlation coefficient (Formula 13) by replacing
the term under summation by using the minimum distance between the correspond-
ing ranks of a system ordering, and any one of the reference orderings. The revised
formula is given by,

6
N(N +1)

N
re=1-— e g}% (i) — 0(i))*. (18)

We consider continuous sentence sequences between a system ordering and multi-
ple reference orderings, to extend the average continuity (Formula 16). Specifically,
when computing m (the number of continuous sentences that appear in both a sys-
tem and reference ordering) in Formula 14, we compare the continuous sequences
of sentences in the system ordering with all reference orderings. If at least one of
the reference orderings contains the sequence under consideration, then it is ac-
cepted. For example, in Figure 12, the sequence e > a in 7, appears in T7g. It
is counted as a continuous sequence of length 2, when computing P, along with
a > b,b > c,and ¢ > d. Once P, values are computed as describe above, we use
Formula 16 to compute the average continuity.

4.6  Results of semi-automatic evaluation

Table 2 reports the resemblance of orderings produced by six algorithms to the
two human-made ones, using the modified versions of Spearman’s r,, Kendall’s
7, and average continuity described in Section 4.5. We experimentally determine
the optimum parameter values (i.e. C = 32 and gamma = (.5) for the radial basis
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Table 2
Comparison with human-made ordering

Method Spearman Kendall Average Continuity

RND -0.127 -0.069 0.011
TOP 0.414 0.400 0.197
PRE 0.415 0.428 0.293
SuC 0.473 0.476 0.291
CHR 0.583 0.587 0.356
AGL 0.603 0.612 0.459
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Fig. 13. Precision vs unit of measuring continuity.

functions (RBF) kernel in SVM. RBF kernel with those parameter values are used
for all experiments. libSVM ¢ was used as the SVM implementation.

As seen from Table 2, the proposed method (AGL) outperforms the rest in all eval-
uation metrics. Among the different baselines compared, chronological ordering
(CHR) appeared to play the most major role. Succession criterion (SUC) performs
slightly better than precedence criterion when compared using the Kendall coeffi-
cient and the Spearman coefficient. However, the two methods are indistinguish-
able using average continuity. Topical-relevance criterion (TOP) reports the low-
est performance among the four criteria introduced in the paper. Random ordering
gained almost zero in all three evaluation metrics. The one-way analysis of vari-
ance (ANOVA) verified the effects of different algorithms for sentence orderings
with all metrics (p < 0.01). We performed the Tukey Honest Significant Differ-
ences (HSD) (Tukey, 1977) test to compare the differences among these algorithms.
The Tukey HSD test revealed that AGL was significantly better than the rest. Even
though we could not compare our experiment with the probabilistic approach (Lap-
ata, 2003) directly due to the difference of the text corpora, the Kendall coefficient
reported a higher agreement than Lapata’s experiment (Kendall=0.48 with lemma-
tized nouns and Kendall=0.56 with verb-noun dependencies).

6 http://www.csie.ntu.edu.tw/ cjlin/libsvm/
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If two sentences a and b appear next to each other in both a reference sentence
ordering and in a sentence ordering under evaluation, then we say that sentences
a and b are continuous. A coherent sentence ordering must share many segments
of continuous sentences with a reference sentence ordering. Average continuity
measure assigns high scores to sentence orderings that share many segments with
a reference ordering. Figure 13 illustrates the behavior of precision P, (given by
Formula 14) with the length of the segment n (measured by the number of sentences
in a segment) for the six methods compared in Table 2. The number of segments
with continuous sentences becomes sparse (i.e. lesser) for a higher length n value.
Therefore, the precision values decrease as the length n increases. Although RND
ordering reported some continuous sentences for lower n values, no continuous
sentences could be observed for the higher n values. The four criteria described in
Section 3 (i.e., CHR, TOP, PRE, SUC) produce segments of continuous sentences
at all values of n. AGL ordering obtained the highest precision for any length n,
while CHR obtained the second highest precision values. The drop of F,, with n is
super linear. Therefore, we used geometric mean of P, instead of arithmetic mean
to compute average continuity in Formula 16. A sentence ordering produced by the
proposed algorithm is shown in Figure 14. English translations are given for the
extracted original Japanese sentences.

4.7 Correlation between subjective gradings and semi-automatic evaluation mea-
sures

In section 4.4, we defined three evaluation measures: Kendall’s 7, Spearman’s rank
correlation coefficient (r,), and average continuity. Ideally, a semi-automatic eval-
uation measure should have a good agreement with subjective gradings. For this
purpose, we measure the correlation between the elicited gradings in section 4.3,
and the values reported by the semi-automatic measures described in section 4.4.

First, we order each set of extracted sentences using three different methods: ran-
dom ordering, chronological ordering, and the proposed method. For the 30 top-
ics in our dataset, this procedure yields 90 (30 x 3) summaries. We then compute
Kendall’s 7, Spearman’s 7, and average continuity (AC) for each of the 90 sum-
maries, using two reference summaries for each topic as described in section 4.5.
To compare the subjective grades with semi-automatic evaluation measures, we
assign scores to each grade as follows: Unacceptable = 0.25, Poor = 0.50, Accept-
able = 0.75, and Perfect = 1.00. Because all three judges graded each of these 90
summaries individually, each summary is assigned with three subjective grades.
The final subjective score (grade) for a summary is computed as the average of
the score (grade) given by each judge for that summary For example, the score
of a summary with grades Poor, Acceptable, and Unacceptable, is computed as
(0.25 + 0.75 + 0.50) /3 = 0.5.
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(M NT7Za—F=7LAFHT1 7HICESHEBICHS EFROHEE 1
QHICHE>THARL, MEFHZHEEITIOHBRMAY LERAT—E
HIZEHR 96 OO AN LIZEMNT NS, EERMISSICEZ D
=551 &FEoT=,

The number of casualties of the earthquake that occurred in Papua New
Guinea on 17th has increased by 19th, and Prime Minister Skate said that
he expects the number of deaths to increase further.

2) WML DIHBIZL S E. RELGWEEZT-OEINT 722 —F=7
EBEEBDIV TR MEEIMNTAEIROBEAICHLEST S 7HT. 7AVT
¥ (AB2500AN) GLEZDDMMELRITRIZOARAENT=,

According to the local media reports, most damage was reported in seven
villages located to the west of Papua New Guinea’s north-west state West
Sepic Aitape, and three villages including Alop (population of 2.5 million)
were completely washed out by the waves.

B)EFENDEIIE7~10A—FILIZELTULV=EADBNS,

It is speculated that the height of the Tsunami wave reached 7 to 10 meters.

(4) SEDMEIXRMNFNEFODBETT+EFOTERE L,

The epicenter of the earthquake was 15 kilometers below sea bed around 100
kilometers off the coast.

(5) Iﬁld)iﬂj [ ENTT72a—F=7IBEHOFEH100FXFOEERE L.

EOREEZRIIT=Fa—F (M) (&7 - 0L#HRZINh D,
The epicenter of the earthquake was 100 Km off north-west coast and the
magnitude of the earthquake was reported as 7.0.

(6) RAMEMRATOFHMMEZFBIIRETIANONDA G EHT 1 1#1R “’C
BRSN-HMEBERT—2ZHEITL. RET40X0ICh-2MENEE
2A—RILEnf-EH#RILT=,

Professor Masayuki Kikuchi of The University of Tokyo’s earthquake research
institute analyzed the data collected from 11 locations throughout the world
such as Alaska and Hawaii, and predicted a shift of 2 meters in the tectonic
plate along an area spreading 40 kilometers.

(7) SOz, BEAKEIZTNAHAREERDOMEBICLEAR, BKE~NDEZENK
=L BRLVEBICKREKGo21EHBND,

Because of this reason the tsunami was exceptionally strong in this earth
quake compared to tsunami waves that can be usually seen with earthquakes
where tectonic plates shift horizontally.

B)f=f=. THLEEMITOHEEFTETEH, ZHNFRTLHIZLEFH#H LA ST,
Although such facts can be revealed from post-analysis of data,
it was difficult to predict the tsunami in advanced.

Q) FREEDHMEAITELEIDL LGN ENZLDT,

This is because the mechanism of tsunami is not yet fully understood.

Fig. 14. A sentence ordering produced by the proposed algorithm.
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Fig. 15. Kendall’s 7 vs subjective scores (correlation = 0.8501)

In Figures 15-17, we plot semi-automatic evaluation measure against their cor-
responding subjective scores for the summaries. We compute Pearson correlation
coefficient between each semi-automatic evaluation measure and subjective scores.
Pearson correlation coefficient ranges from [0, 1]. The highest correlation with sub-
jective scores is observed for Kendall’s 7 (0.8501), followed by Spearman’s r,
(0.7889), and the average continuity (0.7643). We believe the higher correlation
obtained for the Kendall’s 7 justifies the use of it as a measurement for sentence or-
dering for multi-document summarization. Our experimental results are in line with
the proposal made by Lapata (2006) to use Kendall’s 7 to evaluate the information
ordering tasks. In her experiments, she elicited judgments for 64 orderings (corre-
sponding to 8 texts) from 179 human subjects. The Pearson correlation coefficient
between Kendall’s 7 and subjective gradings was 0.45.

4.8 Effect of individual criterion on the proposed algorithm

The proposed sentence ordering method uses four criteria: chronology, topical-
relateness, precedence, and succession. To evaluate the contribution of each cri-
terion to the final ordering, we trained and tested by holding out each criterion at
a time. The difference in performance when a particular criterion is removed from
the algorithm, can be considered as a measure of the importance of that criterion.
Table 3 shows the performance of the proposed method when each of the criteria is
removed. We show the difference in performance within brackets, as measured by
the evaluation metrics described in Section 4.5. As seen from Table 3, removing the
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Fig. 16. Spearman coefficient vs subjective scores (correlation = 0.7889)
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Fig. 17. Average continuity vs subjective scores (correlation = 0.7643)

chronology criterion results in the largest decline in performance. Removal of the
topical-relatedness criterion has a higher impact on the average continuity, because
this criterion clusters sentences that discuss the same topic, thereby improving the
continuity of information related to a topic. Overall, from Table 3, it can be seen
that all four criteria discussed in the paper positively contribute to the proposed
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Table 3
Effect of removing a criterion

Criterion removed Spearman Kendall Average Continuity
chronology 0.398 (—0.205) 0.363 (—0.249) 0.076 (—0.383)
topical-relatedness  0.532 (—0.071) 0.517 (—0.095)  0.295 (—0.164)
precedence 0.520 (—0.083) 0.502 (—0.110)  0.311 (—0.148)
succession 0.524 (—=0.079) 0.507 (—0.105) 0.294 (—0.165)

sentence ordering algorithm.

5 Conclusion

We presented a bottom-up approach to arrange sentences extracted for multi-document
summarization. We defined four sentence ordering criteria based on previously pro-
posed ordering heuristics, and introduced succedence: a novel sentence ordering
criterion that we proposed for this task. Each criterion expresses the strength and
direction of the association between two text segments. We utilized support vector
machines to integrate the four criteria. Using the trained SVM, we agglomeratively
clustered the extracted sentences to produce a total ordering.

The subjective evaluation of the sentence orderings produced by the proposed method
outperformed all baselines including previously proposed heuristics, such as the
chronological ordering of sentences. In fact, 64% of the sentence orderings pro-
duced using the proposed method were graded as either perfect or acceptable by
human judges. Moreover, our semi-automatic evaluation using Spearman, Kendall
rank correlation coefficients, and average continuity, showed that the proposed
method performs significantly better than the baselines. In particular, the proposed
method reported a Kendall’s 7 coefficient of 0.612 with human-made sentence or-
derings, whereas the Kendall’s 7 coefficient reported by the previously proposed
chronology ordering was only 0.587. Among the four sentence ordering criteria
considered in the proposed method, chronology ordering was the most influen-
tial. The removal of chronology criterion reduced the performance of the proposed
method by 0.249 measured in Kendall’s 7 coefficient. We compared the scores pro-
duced by the semi-automatic evaluation measures with human gradings, and found
that Kendall’s 7 showed a high correlation with human gradings. The correlation
between subjective scores and Kenall’s 7 coefficient was 0.8501, whereas the same
respectively between Spearman coefficient and average continuity were 0.7889 and
0.7643. As a future direction of this study, we intend to explore the possible ap-
plications of the proposed method in concept-to-text generation (Reiter and Dale,
2000b).
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(A3) EFE 1 BHIE6 4 FIZELN, 6 SFIZAAICERE ST,
The first plane was produced in 1964 and was used since 1965.

(AB) RO Sy TDENELHo1=H. TARSKREDEHE L TMEI 725
AoELLEALEAY ., XMEANHEFOMEFHBMEICRESND
FARTRE SN TS,

Although there was the risk of the plane being disposed, because of the
requests made by the fans, the science ministry is planning to preserve the
plane in the to be constructed aerospace museum.

(B4) £ 2 AN, LHOEEMEANTERTEYT. MYHATEHEAND
EEREICRESND I LI,

However, instead of displaying at the Ueno museum, the plane was
preserved in a store room at the air port.

(C3) 196 5FICBASN-REEHSD EE—SH] IPHEEZ
NRIcEREIcE#HE, FEERORRLGEIZH->TET -,

The oldest plane in operation since 1965, was used to conduct radio signal
tests at Haneda air port.

(A1) BRERVMOEEREHE LTHESN: TYS11] OEE15H#T.
SIEMFEFONTELEMEMERDORITRERMNEIRT S &ITHY,
8H. RR  PFHEEMNEZZEELTISA FeRAT,

The first plane of model YS11, the first domestically produced airplane after
the second world war, recorded its last flight on 8th between Haneda and
Sendai after completing 33 years of service.
(B3) 196 4FEMN59FMICT1 8 2HATBEINTA, MEIT7 UM B,
M BRITEEBRTOEN, TLALREFE. BRLTIELL] &D
BEALEA-TULV =,
Although 182 planes were build during the 9 years since 1964, air plane
fans requested that the blue prints of the first air plane must be preserved.

Fig. 18. A set of extracted sentences from document A, B, and C. (in random order)
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Appendix I

In this appendix we illustrate the proposed method using a set of sentences ex-
tracted from actual newspaper articles. Consider the six sentences shown in Figure

18 extracted from the three documents shown in Figures 19 (document A), 20 (doc-

ument B), and 21 (document C). All documents are selected from the TSC-3 dataset

which was used in the experiments in Section 4.2. The documents are actual news-
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(A1) BMERVOEEREW#E LTHRES N TYS11] OEE 15T,
33FEMEBONTEEMEMERDORITRERMNSET S LIZHY,
8H. W - PHEEMIEZEELTISA bERAT-,

The first plane of model YS11, the first domestically produced air plane after
the second world war, recorded its last flight on 8th between Haneda and

Sendai after completing 33 years of service.

(A2)YS11IX 196 2~7 3EFICT1 8 2 MAHES T,

182 planes of model YS11 were produced during 1962 to 1973.

(A3) EEE 1 BHIE6 4 FIZELN, 6 SFIZAAICERE ST,

The first plane was produced in 1964 and was used since 1965.

(A4) RIEEDREFEEHS T, BRITHMEIEHN27 10 1 3KHEICES,

The plane has the current longest flight time of 21,013 hours.

(AB) RISy TDBNEH 1A, TORSHKEEDEBE L TMETI 75
MoELOEALEAY ., XMEANHEFOMEFHEEMEICRESINDS
ARTRE SN TS,

Although there was the risk of the plane being disposed, because of the
requests made by the fans, the science ministry is planning to preserve the
plane in the to be constructed aerospace museum.

(AB) YSTIRAICEZHLTHY., 7ABRAE. EBRNT1 2 282G o1,

The number of YS11 planes is decreasing and as at July there were only

122 planes in Japan.
(A7) 5 BENRNIE5 8SHAERML TLVS,

Out of those, 58 planes are still in operation.

Fig. 19. source document A. (publication date: 09-12-1998).

Table 4
Optimal sentence orderings at each step.

step | fehro | fropic | Jfpre | fsuce | strength (f) | ordering

1 |1.000 | 0.058 | 1.000 | 1.000 | 0.999 | (A1) = (A5)

2 0 | 0.06 | 1.000 | 0.114 0.999 (Al = A5) = (A3)

3 0 |0.091| 0.605 | 0.248 0.991 (Al = A5 = A3) = (C3)

4 1.000 | 0.105 | 1.000 | 1.000 0.984 (B3 >~ B4)

5 1.000 | 0.058 | 0.3815 | 0.241 0.629 (Al = A5 = A3 = C3) = (B3 = B4)

paper articles selected from Mainichi and Yomiuri newspapers. All documents are
originally written in Japanese and we have provided English translations alongside
with the original sentences. Moreover, we have assigned a sequentially numbered
IDs to the sentences in each source document for the ease of reference. For ex-
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B1) MERADFEEBREZF T vV T ARITHRERKE LTI,
FEEENICELRLI- TYS—1 1 REE 158 AELRFBRYMET
RESNSEITRY, 21, BR - PHEBTREERSRE > 1=
The first plane of model YS11, used in test flights, was decided to be
preserved in the national science museum and was ported at Haneda airport
on 21st.
(B2) RIEUHLITER ¥ D E E MR EH
This model is the first domestically produced airplane after the
second world war.
(B3) 196 4EMNL9FEMITT1 8 2HMAREBEINTA, MZET7 UM B,
M SREIEERTOEN, EbALREF. BRLTIELL] &
AL > TV,
Although 182 planes were build during the 9 years since 1964, air plane fans
requested that the blue prints of the first air plane must be preserved.
(B4) AN, LBHEOREYMENTERTET. Y HZTEEAD
EEREEITRESNDZ LIS,
However, instead of displaying at the Ueno museum, the plane was
preserved in a store room at the air port.
(B5) 2 1HDHEXEIF. 920 FrDBEEZXRE I L—228TRL—5—
[CHEALITHECAETT, E&£522BICEEISEURAENDFTET,
However, on 21st it was only possible to move the air plane to a truck using
two 20 ton cranes and the plane will be moved to the store room today the 22.

Fig. 20. source document B. (publication date: 22-08-1999).

ample, the sentences in document A are numbered A, Ay, As, .... In Figure 18,
sentences are ordered randomly and shown with the corresponding ID in the source
documents. The articles are about the YS-11 airplane — the first passenger plane
built in Japan after the second world war. The airplane after completing 33 years of
service marked its final flight in December 1998. Documents A (Figure 19) and C
(Figure 21) are published on the same date.

For the six sentences shown in Figure 18, the proposed sentence ordering algo-
rithm first creates six segments with each segment containing exactly one sentence.
We use the bracket notation to indicate a segment. For example, the segment cre-
ated by sentence Al is written as (Al). We then compare all possible pair-wise
orderings of those six segments using the four criteria: chronology (feuro), topical-
closeness ( fiopic), precedence (fpre), and succession (fsucc). For example, for the
segment (A3) the proposed method computes each of those criteria for the 10 or-
derings: (A3) > (Ab), (A5) = (A3), (A3) > (B4), (B4) = (A3), (43) >~ (C3),
(C3) = (A3), (A3) = (A1), (A1) = (A3), (A3) > (B3), and (B3) = (A3).In
total, for the six sentences in Figure 18 we generate 24 orderings of segment pairs.
Each ordering is represented by a four dimensional feature vector as described in
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C) BEMOEERZHY S—1 10OH T, ERILE 1B LE - ERE
DRITEREW EE—SH] NEMELDEOHFRTEHIEITHY,
8H. BREDRITER A=,
The first domestically produced passenger after second world war, YS11,
terminated its fligts because of wear and tear on 8th.
(C2) YS—1 111 8 2 MAEEINI=A. EWILTRE DEH.
M (EHI 8 O,
Although 182 planes of model YS-11 were built, only 80 planes are in
operation today due to wear and tear.
(C3) 196 SHEICEASNEERRELSD [EE—SH) XPREEZ
WRIcERSHICEE, FEBERORBRGEICH->TET,
The oldest plane in operation since 1965, was used to conduct radio signal
tests at Haneda air port.
(CAHFZR1EFA0NT TICHZHE. WAZEDBERSZRGLEZREY.
BIFEMMD T T4 FEfEHL < o=,
The plane took off at 1:40 PM from Haneda air port and visited several
communication towers in Sendai air port and returned back to Haneda
ending its 33 years of flight.
(Ch) E#&7s E TRF. BROFAREMZHRETLTWL S,
The transport ministry is considering to preserve and exhibit the plane.

Fig. 21. source document C. (publication date: 09-12-1998).

Section 3.5. Using the trained SVM model (the training procedure is detailed in
Section 3.5) we obtain the strength of association for each sentence ordering. The
proposed sentence ordering algorithm then selects the ordering with the highest
strength of association. We then fix the ordering between the two sentences in the
selected ordering and form a new segment using those sentences. The above pro-
cess is repeated with the newly formed segment and the remaining segments until
we obtain a single segment with all six sentences ordered. This process can be seen
as a hierarchical agglomerative clustering algorithm as described in Section 3.

For the sentences shown in Figure 18, we show the best two segments selected
at each step to form a new segment in Table 5. In the initial step, the ordering
(A1) > (A5) has the highest strength of association (i.e. 0.999). Therefore, first
the segment (Al >~ A5) is formed. The values of individual criteria for the best
ordering at each step are also shown in Table 5. Because both Al and A5 are ex-
tracted from the same source document (i.e. document A), and Al precedes A5
in document A, all three criteria chronology, precedence and succession report a
value of 1. Topical-closeness criterion has a low value because there are few con-
tent words in common between sentences A1 and A5. Next, the newly formed
segment (A1 > Ab) and the remaining four sentences (i.e. A3, B4, C3, and B3)
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are compared. The algorithm selects the ordering ((A1 > A5) = A3) which has
the highest strength of association (i.e. 0.999) in the second step. The chronology
criterion has a value of 0 in this ordering because sentence A5, the last sentence
in segment (A1l > ADb), appears after the sentence A3 in document A. However,
precedence criterion reports a value of 1 in this ordering because sentence Al pre-
cedes sentence A3 in document A. In step three, segment (C3) gets merged into
segment (Al > A5 > A3). The chronology criterion has a zero value in this order-
ing because the A3 (the last sentence in segment (A1 > A5 > A3)) and sentence
C3 are both extracted from documents which are published on the same day (i.e.
09-12-1998). Chronology criterion is undefined and returns a value of zero as de-
fined in Equation 8 when two sentences are extracted from different documents
which are published on the same day. In the fifth step, sentences B3 and B4 are
ordered into a single segment. Both B3 and B4 are extracted from the same source
document (document ) and appear in that order in the source document. There-
fore, all three criteria: chronology, precedence and succession report a value of 1
for the ordering B3 > B4. In the final step, segment (B3 > B4) is attached to
the end of segment (Al > A5 > A3 > (C3) to form the final sentence ordering,
Al = A5 = A3 = C3 >~ B3 > B4. This algorithm is guaranteed to produce a
unique sentence ordering in a finite number of steps, because at each step the to-
tal number of segments is reduced by exactly one, and only the ordering with the
highest strength of association is considered.
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