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Abstract. In the recent years the Web has become an impamadium for
communication and information storage. As thisdrenpredicted to continue,
it is necessary to provide efficient solutions fetrieving and processing in-
formation found in WWW. In this paper we presemteav method for temporal
web page summarization based on trend and vareamalgsis. In the temporal
summarization web documents are treated as dynalnjgcts that have chang-
ing contents and characteristics. The sequentigiores of a single web page
are retrieved during predefined time interval fdnieh the summary is to be
constructed. The resulting summary should repretenmost popular, evolv-
ing concepts which are found in web document vessidhe proposed method
can be also used for summarization of dynamic ctdles of topically related
web pages.

1 Introduction

Web pages can change their contents any numbémes$.tit is tempting to analyze
the changing content retrieved from temporally ribsted versions of web docu-
ments. The amount of data available for summadpatould be increased by consid-
ering dynamic and static content of a web docuniarthis paper we provide methods
for summarization of multiple, spread in time vers of a single web document.

Our aim is to provide a summary of main conceptstapics discussed in the web
page over given time period. There is an importdifiterence between multi-
document summarization and the summarization ofiphelversions of a single web
page. Usually for the former one there are sevdoauments discussing the same
event or topic. However temporal versions of alsingeb page do not always contain
the same concepts. The stress is put here moreeatiie dimension and the evolu-
tion of the content due to the temporal charactetata. Therefore for temporal sum-
marization one should use text mining techniquas ¢lan help with extracting com-
mon, related information which is distributed im®® defined time interval. We as-
sume here that the scope of topics and the steucfua document in question do not
change rapidly so that a short-term summarizationbe performed.

There are several situations when single or muoltittnent temporal summaries
can be of some use. For example a user can brested in main changes or popular
topics in his favorite web page, web site or théection of pages during given pe-
riod. It can happen that for some reasons he malaable to track all changes in the



chosen web page or the group of pages. Moreovertalthe large size of new con-
tent it may be impossible to manually compare edmtument version. Thus auto-
matic methods for the summarization of temporalteots of web pages could be
helpful. Such summaries could be also benefic@hfthe commercial point of view.
For example companies may want to gather and suizenanportant information
from their competitors’ websites.

The summarization approach proposed here is seifabdynamic or “active” type
of web pages, which have enough changing contetitadcsuccessful summaries can
be constructed. The applicability of a web docunfensuch a summarization can be
simply estimated by calculating the average chdiregpiency and the average volume
of changes of the document during the desired gerio

Additionally, apart from analyzing single web docants, our algorithm can be ap-
plied for multi-document temporal summarization.isTtask assumes summarization
of topically related collections of web pages os@me time intervals [7], [9].

This paper is organized as follows. In the nextiseowve discuss the related re-
search work. Section 3 explains the method usedefon scoring. In Section 4 we
introduce the sentence selection and the sentemsgig algorithms. In the next
section the results of our experiment are presemésl conclude and discuss future
research in the last section.

2 Related Research

Summarization of web pages is particularly useful iandheld devices whose size
limitations require converting web documents to enoompact forms. The straight-
forward approach utilizes textual content of weltwoents in question [4], [5] to-
gether with additional structural or presentation&rmation like HTML tags. This
method works well for web documents which contaiowggh textual content and few
multimedia. On the other hand, there are also sb@sed methods which are mak-
ing use of hypertext structure of the Web [3], [Bhey typically exploit parts of con-
tent like anchor texts which are found in documdinisng to the chosen web page.
Usually anchor texts contain useful information atbmrget web documents or their
summaries.

Recently, summarization of temporal versions of wiglzuments has been pro-
posed as a way of describing distributed in timeteot and topics of web pages [8].
This approach can be used to summarize web docamérith have frequently up-
dated content. Consecutive web page versions anbined together as an input for
summarization instead of analyzing only momentargpshots of web documents’
content.

On the other hand, temporal summarization in wdlections of related pages has
been proposed in [9] and [7]. ChangeSummarizeis[@h online summarization sys-
tem for detecting and abstracting popular changetheé groups of web documents
which uses temporal ranking of web pages. In [#liding window is applied on
retrospective collection of web documents whosearinchanges are separated into
deletion and insertion type.



Topic Detection and Tracking (TDT) [2] is anothessearch area that is close to
our work. TDT focuses on detection, clustering ataksification of news articles
from online news streams or retrospective corpdeamporal summarization of news
events was presented in [1] where novelty and lreede of sentences retrieved from
newswire streams are calculated for the constmictfa summary.

Statistical methods have been used by some resgarfdr detecting trends and
mining textual collections. In [12] comparison abpability distributions was done
for trend detection in news collections. On thecottand, regression method was used
in [11] to enhance IR efficiency by considering ttleanging meaning of words in
long time spans. Lent et al. [10] proposed a qeearching of shapes of trends by
using Shape Definition Language (SDL) in a patentadase.

3 Term Scoring

First, a user has to specify the length of an uateF for which he requires a summary
of the selected web page (Figure 1). Additiondlg, sampling frequency for fetching
web page versions should be defined. This frequeletgrmines the number of web
document samples and hence, the amount of avaitaieent to be analyzed. High
sampling frequency results in higher probabilitydetecting all changes, which have
occurred in the web page during the periodt is especially critical for fast-changing
web documents. Therefore the user should choossckirig scheme which is appro-
priate for his web page. Document versions willaogomatically downloaded during
the intervalT and their content will be extracted by discard#igML tags. We have
limited our focus to the textual contents of weltwnents. Thus pictures and other
multimedia are rejected. In the next step frequeords are eliminated by using stop-
word list. Then, each word is subjected to stemmihgept for single words we also
use bi-grams as basic features for the summanzalibus the final pool of terms
contains single words and bi-grams which have Héemed by stop-word list and
stemmed.
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Fig. 1. Temporal versions of a web page

For each term its frequencies are calculated feryeweb page version. Because
the document size may change in time term freqesraie divided by the total num-
ber of terms in the given web page sample. Conselguéerm weight will reflect the
relative importance of the term in the page versidmus the weight of a term, which
has fixed frequency in the collection, can chanigéghé document size varies in
different versions of the web page. For examplegrwh large part of the document



ent versions of the web page. For example, whesrge Ipart of the document has
been deleted then the relative importance of angiteem will increase even if the
frequency of this term has not changed.

As it was mentioned before, temporal summary ofdbkection of multiple, re-
lated web pages can also be created using the ggdpoethod. In this case instead of
calculating the frequency of a term in each webepagrsion one should use the
document frequency of the term. Document frequésieyratio of the number of web
pages that contain the term to the whole numbéiffgrent web documents in a given
time point of tracking process. After calculatingcdment frequencies of terms for all
points duringlT we may observe how their importance was changiriigie.

In the next step terms are scored according to thsfributions in web page ver-
sions. We are looking for a scoring scheme, whiduld/ favor popular and active
terms in the collection. If some concept or togib&coming popular then it is usually
often discussed throughout the collection of webepaersions. However, just only
the level of popularity estimated as the average feequency does not reflect prop-
erly the significance of the term. Terms, which wcfrequently in many web page
versions, do not have to be important from the fpofrview of the temporal summari-
zation. For example high but equal frequency ofoadwin the large number of con-
secutive versions may indicate that no change basried in concepts or events asso-
ciated with this term.

To represent long-term changes in the frequefi@/term during the interval we
apply simple regression analysis. Regression enafised to summarize relationships
between two variables, which in our case are: #meé the frequency of a term. We
have restricted our analysis to simple regressiecabse of its simplicity and the
sparseness of our data. However some better fitiggession would be necessary to
more correctly approximate changes in the impodaosfca term. The slopgand the
interceptl are calculated for every term so that scatterspbdtterms can be fit with
regression lines. Slope value informs whether tEaguency is stable, rising or de-
creasing during the specified period. Intercephpain the other hand, can be used to
check how popular a given term was at the beginointhe web page monitoring.
Additionally for every term, its variancé is calculated. Variance conveys informa-
tion about the average magnitude of changes itetime importance for the interval
To determine which terms are significant for thenswary we need to compare their
statistical parameters. The slope of a term diffefeom zero is an indicator of an
emerging or disappearing event or concept. A térat has a clearly rising trend
whose value of the slope is much higher than zeowlld have a high score assigned.
If additionally such a term has a low interceptrpaie can conclude that there is a
high probability for the term to discuss a new, egirgy topic. A falling trend, on the
other hand, may indicate a term, which is assotiatith an already accomplished
event or with a concept that is no longer importdite score of such a term should
have a low value assigned providing that a usiettésested only in emerging or ongo-
ing events. However if the user wants to constaugeneral summary of any popular
concepts in the web page then terms with eviddatling trend lines could also be
useful. On the other hand, a term with nearly nial slope is probably not an active
word in the sense that its average importance renwi the same level throughout the
summarization period. To test this hypothesis énimtvariance should also be exam-



ined. The low value of variance together with tlepe value being close to zero indi-
cates a term, which probably was static in the d@mt versions throughout the inter-
val T. Its importance remained on the same level beciwgas occurring mostly in
the static parts of many web page versions. Findilg intercept plays a role of a
novelty indicator showing how popular given termsrevbefore the beginning of the
interval T. Thus the intercept allows us to choose termsah@amnot only popular but
also novel during tracking process.
In general the score of a term is defined by tileiong formula.
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The scorew, of a termi is expressed as a linear combination of the rahkhkis
term S', V', 17 in the respective ranking lists of slopes, var@nand intercepts.
Terms are ordered in an increasing way in the fivstranking lists according to their
values of slopes and variances. However the lishtefcept ranks is sorted decreas-
ingly so that the terms with low intercepts havghhvalues of ranks and thus have an
increased influence on the final scon., N; andN; denote the numbers of different
ranks for all three lists while weights, 8 ands specify the strength of each vari-
able. The choice of the weights depends on what &frterms should have the highest
scores assigned. In general any combination ofhge@an be used for obtaining a
desired type of a summary. According to the weighscheme discussed above the
weights have following values.

2

In this case the score of a term is dependent®wadtue of the slope if the rank of
the slope is close to the maximum or minimum telopes in the web page. This is the
situation of a rising or a falling trend. If thelua of the slope is close to the average
slope value for all terms, then the term score besomore influenced by the variance
of the term. Therefore “active” terms with horizahtegression lines will have higher
scores than low variance terms with the same slapges.

It is important to note that the above statistigatameters are calculated for the
whole contents of the web page versions in each pwint rather than for new, in-
serted parts only. Some web documents have onlgrnaimnges. Therefore if we had
analyzed only dynamic parts occurring in page easihen the importance of a static
text would be neglected. However in some casedothger a given content stays in
the web page the more important it is. Additionaityis also difficult to distinguish
whether sentences have informational or other mapdike for example a structural
one. Therefore we adopt a simplified and genenat@rh where equal significance is
given to the static and the changing data in wetudh@nts. In general we consider
overall frequencies of terms in consecutive timéngowithout distinction for un-
changed, inserted or deleted type of content.



In this section we have described long-termresof terms considering their statis-
tics over the whole tracking interval. However fach web page version terms can
have also so-called momentary scores computed. dteegalculated using the local
and neighboring frequencies of a term. After thentscoring has been completed
important sentences can be selected for the imeiusto the summary. The algorithm
for selecting and ordering sentences and the m@mestoring scheme are discussed
in the next chapter.

4 Sentence Selection and Ordering

The algorithm for the sentence selection presutmesdentification of points in time
when particular terms have their highest importaBaery term will have its momen-
tary score assigned for each page version depertinidpe local values of its fre-
guency. The peak momentary score of a term wouidt o the web page version
where the biggest frequency change has occurredb#lieve that in such a page
version there is a higher probability of the ornfedn event or emergence of a concept
associated with the term. Therefore it is advisdbleselect sentences whose terms
have the highest local scores. The momentary wagtitinction has the following

form.
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Terms are weighted maximally in the web page vessighere the frequency of the
termi expressed &' has increased significantly in comparison to tegdencyF '™
in the previous version of the document. The moargnterm scoreM/ in the ver-
sionj will also increase when the term frequency hagyh falue in this version com-
pared to the maximum term frequengy* for all the page versions.

For constructing a summary we will select informatsentences, which have the
highest sentence scores. The easiest way to estilvascore of a sentence is to com-
pute its average term score. The score of coninipuerms in this case could be cal-
culated by multiplying their momentary scores bg tbng-term scores introduced in
Equation 1. In this way the momentary score woddégarded as an indicator of the
relative strength of a term in a particular web @agrsion. Thus, when estimating
scores of sentences we consider not only the wibatshey contain but also the web
page versions in which these sentences appear.

Another way for selecting important sentences isat@n terms with the highest
average long-term scores and use them as a batleefeentence extraction. Let
denote a page version when a given top-scored itéwas its peak momentary score.
From all the sentences containing the térim Vi the one with highest average long-
term score will be chosen for the summary. The spmeedure is followed for the
next top terms if they are not present in any ady selected sentences. In case they
have already been included, the algorithm checkkiseifdifferences of their maximal
momentary scores ™ and the momentary scores in those sentences\aee then



some predefined threshold. If the threshold coodits met then the next term is ex-
amined and the value of is increased by one. The sentence selection digoriis
summarized below.

1. Define an enpty set Z of sentences which will be in-
cluded into sumary

2. For each termi from1l to n:
a. For each sentence § from Z:

i.if termi exists in sentence Sj then

1. if (M™- M/< Threshold) then in-
crease n by one and go to (2.)

b. Find page version Vi where the termi has the
hi ghest M/

c. Choose a sentence from Vi which contains termi
and has the highest average |ong-term score, and
insert it into Zif it has not been already in-
cl uded

3. Return Z

The above algorithm ensures that a specified numbé&the top terms will be rep-
resented in the summary. On the other hand if émtesce selection is based on the
average term score then there is a possibilitygbate top-terms will not occur in the
final summary. Thus the presented sentence sateatgorithm could be used in the
case when a user requires all the top-scored terims included into summary.

For redundancy elimination, the comparison of vextaf candidate sentences can
be done in order to eliminate similar sentencesaBse sentences are selected from
different web page versions their local contexts ba different. To increase the co-
herence of the summary we also extract and indeegreceding and the following
sentences for all the sentences that have beestestley our algorithm. Additionally
we employ a sentence ordering method, which ismabamation of a temporal and a
content ordering (Figure 2). The first one ordeastences according to the sequence
of web page versions in which they appear. Therdathe arranges sentences accord-
ing to their relative positions in the documentcEaentence has its insertion and
deletion time points that restrict the period dgriwhich the sentence can be found in
the document. Thus, for temporal ordering one néedheck in which versions the
sentence occurs. The combined ordering algorithmksvim the following way. First
the selected sentences are ordered according tortestamps of page versions from
which they have been extracted. In order to détéds necessary to reverse the order
of two neighboring sentences from different versiore must make sure if the latter
sentence occurs also in the same web page versitmegdormer one. If they occur



then the sentences are ordered according to theeiseg in which they appear in this
web page version. In other words, sentences atedsby two keys. The first key is
the timestamp of a sentence in its earliest wele pagsion and the second one is the
position of the sentence in this document sample.

EEHE
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Fig. 2. Temporal and content ordering

5 Reaults

We show the example of a summary of “USATODAY.coriravel - Today in the
Sky" web page in Table 2. This page contains ndvesitairline industry. We have
collected 20 web page versions for the period ofidhths starting from 5 April
2003. In Table 1 the ranking lists of the top tefforsdifferent values otx , g ands
are displayed.

The summary contains information about financialpems of major US airlines,
the reasons that caused their poor earnings ante¢hsurements that the airlines take
to improve their situation. The output is presertte@ user in such a way that every
sentence contains a link to its original web pagesion. Thanks to it, it is possible to
see the background context of each sentence. Addity each web page may contain
colored text for changing contents to be distingeis

Table 1. Top terms for different combinations of the valeésveightsea , # andd

a=15=06=0 a=08=16=0| a=04=05=1| «,p,5 asinEq.2.
washington airlin chicago airport

chicago airport bag secur

servic secur detroit flight

fare carrier hare travel

airport associ code fare

offer flight impact airlin
washington_po| associ_press chicago_hare servic

price press staff press




profit travel access carrier
increas blue lake associ
detroit war dozen associ_press
work industri spirit long
bag fare tower blue
fort journal public atlanta
northwest atlanta missil war
program servic hartsfield industri
end sar kuwait journal
access cut arm profit
flight long trend sar

Table 2. Summary for the weight combination from Equation 2

Bankrupt United announced today that it lost $1illlob during the first quarter

topping American's $1 billion loss for the samei@arNot surprisingly, the airline

blamed the war in Iraq and SARS fears for driviogvd traffic.

The proposed cuts simply "move Delta pilots frordustry-leading pay to, wel
industry-leading pay," J.P. Morgan analyst JamikeBdold The Atlanta Journa
Constitution. He said that even if Delta's piloggege to the cuts — as expected

their wages will still be about 12.5% higher thanUamited and up to 22% more

than at American.

While the carrier still faces hurdles — witness tgglannouncement that United
lost $1.3 billion — some say the airline has a deshiot to survive. "I'm much
more optimistic now about United than | was a fegels ago," said Phil Roberts
a consultant with Unisys R2A. "If it all comes tdiger the way they'd like, they

would emerge a very powerful carrier."

Airlines are slowly beginning to restore flights tfeeir schedules after weeks fof

cutbacks due to war, a viral outbreak and the emamolownturn, USA TODAY

reports. U.S. carriers made some of the deepesticuing the war on international

routes, according to flight-schedule data providgdAG.
"To convince passengers that the national casiéee from SARS, we would pg
$100,000 to any passenger who can prove he or&h8ARS from flying Thai."
— Thai Airways chairman Thanong Bidaya to The Asated Press.

6 Conclusions

In this paper we have presented a sentence eginaatthod for temporal summariza-
tion of web pages based on comparison of statigiex@meters of text features. Tem-
poral summarization of web documents attempts tonsarize the contents of web
pages spread in time. We have applied trend asadysl variance measure to reveal
the main concepts of a web page during specifimé fheriod. Additionally we have



proposed the sentence selection algorithm whicintifiles sentences where given
terms have the highest local importance. The dlyos presented here can be ex-
tended to summarizing entire web sites or the ctidias of related web documents.

There are some limitations of the proposed methatl we would like to consider

in the future research. A better fitting regressionld help to approximate more cor-
rectly changes in the evolution of the importantéeoms. Additionally, it would be
beneficial to employ some more sophisticated conecepresentation. Lastly, we
would like to make experiments with different kindé web pages and to provide
solutions, which are more specialized to the div¢ypes of documents.
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