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Abstract

Many efforts are undertaken by people and companies
to improve their popularity, growth, and power, the out-
comes of which are all expressed as rankings (designated
as target rankings). Are these rankings merely the results
of its elements’ own attributes? In the theory of social net-
work analysis (SNA), the performance and power of actors
are usually interpreted as relations and the relational struc-
tures they embedded. In this study, we propose an algorithm
to generate and integrate network-based features systemati-
cally from a given social network that mined from the Web to
learn a model for explaining target rankings. Experimental
results for learning to rank researchers’ productivity based
on social networks confirm the effectiveness of our models.
This paper specifically examines the application of a social
network that provides an example of advanced utilization of
social networks mined from the Web.

1. Introduction

People prefer to use rankings for comparing companies,
discussing elections, and evaluating goods. For example,
investors seek to invest funds in fast-growing and stable
companies; consumers tend to buy highly popular products.
Therefore, many efforts are undertaken by people and com-
panies to improve their popularity, growth, and power, the
outcomes of which are all expressed as rankings. Conven-
tionally, these rankings are evaluated and ranked by values
from statistical data and attributes of actors such as income,
education, personality, and social status.

In the theory of social network analysis (SNA), social
networks are used to analyze the performance and valua-
tion of social actors [9]. Network researchers have argued
that relational and structural embeddedness influence indi-
vidual’s behavior and performance, and that a successful
person must therefore emphasize relation management. Ac-
tually, a number of relations exist in the world with differ-

978-0-7695-3689-7/09 $25.00 © 2009 IEEE
DOI 10.1109/ASONAM.2009.39

387

Yutaka Matsuo
matsuo @biz-model.t.u-tokyo.ac.jp
Mitsuru Ishizuka
ishizuka@i.u-tokyo.ac.jp
The University of Tokyo

ent impacts; the actors might be tied together closely in one
relational network, but can differ greatly from one to an-
other in a different relational network. The question arises:
relations of what kind are important for entities? Unfortu-
nately, the answers of important relations have been decided
according to the judgment of researchers themselves.

To identify the prominence or importance of an individ-
ual actor embedded in a network, centrality measures have
been used in social sciences: degree centrality, betweenness
centrality, and closeness centrality. These measures often
engender distinct results with different perspectives of “ac-
tor location? i.e., local (e.g. degree) and global (e.g. eigen-
vector) locations, in a social network [9]. Another question
arises: what kind of centrality indices are most appropriate
for ranking actors? That question can be extended as what
kind of structural embeddedness of actors makes them more
powerful?

This paper presents a description of an attempt to learn
the ranking of named entities from a social network that has
been mined from the Web. It enables us to have a model to
rank entities for various purposes: one might wish to rank
entities for search and recommendation, or might want to
have the ranking model for prediction. Given a list of en-
tities, we first extract different types of relations from the
Web based on our previous work [6, 3]. Subsequently, we
rank the entities on these networks using different network
indices. In this paper, we propose a systematic algorithm
which integrates features generated from networks (desig-
nated as network-based features) for each and then use these
features to learn and predict rankings. We conducted exper-
iments related to social networks among researchers to learn
and predict the ranking of researchers’ productivity.

The contributions of this study can be summarized as fol-
lows. We provide an example of advanced utilization of a
social network mined from the Web. The results illustrate
the usefulness of our approach, by which we can understand
the important relations as well as the important structural
embeddedness to predict ranking of entities. The model can
be combined with a conventional attribute-based approach.
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Results of this study will provide a bridge between relation
extraction and ranking learning for advanced knowledge ac-
quisition for Web intelligence.

The following section presents a description of an
overview of the ranking learning model. Section 3 briefly
introduces our previous work for extracting social networks
from the Web. Section 4 describes proposed ranking learn-
ing models based on extracted social networks. Section 5
describes the experimental settings and results. Section 6
presents some related works before the paper concludes.

2 System Overview

Our study explores the integration of mining relations
(and structures) among entities and the learning ranking of
entities. For that reason, we first extract relations and then
determine a model based on those relations. Our reasoning
is that important relations can be recognized only when we
define some tasks. These tasks include ranking or scores for
entities, i.e., target ranking such as ranking of companies,
CD sales, popular blogs, and sales of products.

Step 1: Constructing Social Networks Given a list of en-
tities with a target ranking, we extract a set of social
networks among these entities from the Web.

Step 2: Ranking learning Learn a ranking model based
on the relations and structural features generated from
the networks.

Once we obtain a ranking model, we use it for predic-
tion for unknown entities. Additionally, we can obtain the
weights for each relation type as well as relation structure,
which can be considered as important for target rankings.
The social network can be visualized by specifically ex-
amining its relations if the important relations are identi-
fied. Alternatively, social network analysis can be executed
based on the relations.

3 Constructing Social Networks

In this step, our task is, given a list of entities V =
{vi,...,v,}, construct a set of social networks G;(V, E;),
i € {1,...,m}, where m signifies the number of relations,
and E; = {e;(v,vy)lvy € V,v, € V,v, # v,} denotes a set of
edges with respect to the i-th relation.

A social network is obtainable through various ap-
proaches [3, 7, 6]. In this paper, we detail the Web
mining approach: co-occurrence-based approach and
classification-based approach as a basis of our study. For
the co-occurrence-based approach [7, 6], given a person
name list, the strength of relevance of two persons, x and y,
is estimated by putting a query x AND y to a search engine.
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Figure 1. Web-based social networks for re-
searchers with different relational indices or
types.

(e) Gaffiliation

An edge will be invented when the relation strength by the
co-occurrence measure is higher than a predefined thresh-
old. Subsequently, we extract two kinds of co-occurrence-
based networks: cooc network (G.,.), and overlap net-
WOrk (Goyeriap). The relational indices are calculated re-
spectively using the matching coeflicient 7,,,, and the over-
lap coeflicient ny,,/ min(n,, n,), where n; means the num-
ber of hit by issuing query k to a search engine. For
the classification-based approach [6], based on Web co-
occurrence networks edges are classified into several re-
lations using C4.5 as a classifier. In our experiments, we
first extract overlap network among researchers, then clas-
sify the edges into two kinds of relational networks: an
co-affiliation network (G firiarion) and a co-project network
(Gproject)- Because of space limitation, we do not show the
details of construction algorithms. Details can be shown
from [6]. Extracted networks for 253 researchers are por-
trayed in Fig. 1. We can see that the social networks vary
with different relational indices or types even though they
contain the same list of entities.

4 Ranking Leaning Model

For the list of nodes V = {vi,...,v,}, given a set of net-
works Gi(V, E;), i € {1,...,m} (constructed by section 3)
with a target ranking r* (€ R') (where ¢ < n, and r; denotes



k-th element of the vector r* and means the target ranking
score of entity vy), the goal is to learn a ranking model based
on these networks.

First, as a baseline approach, we follow the intuitive idea
of simply using approach from SNA (i.e. centrality) to learn
ranking. Then we propose a more systematic algorithm that
generates various network features for individuals from so-
cial networks.

4.1 Baseline Model

Based on the intuitive approach, we first overview com-
monly used indices in social network analysis and complex
network studies. Given a set of social networks, we rank
entities on these networks using different network central-
ity indices. We designate these rankings as network rank-
ings because they are calculated directly from relational net-
works.

To address the question of what kind of relation is
most important for entities, we intuitively compare rank-
ings caused by relations of various types. Although sim-
ple, it can be considered as an implicit step of social net-
work analysis given a set of relational networks. We merely
choose the type of relation that maximally explains the
given ranking. We rank each type of relational network;
then we compare the network ranking with the target rank-
ing. Intuitively, if the correlation to the network ranking r; is
high, then the relation i represents the important influences
among entities for the given target ranking. Therefore, this
model is designed to find an optimal relation 7 from a set of
relations:

i = argmax Cor(r;, r°)

ey

For different relational networks with different centrality
indices, the network ranking from i-th network with j-th
centrality ranking can be presented as r; ; (€ R"), where i €
{1,...,m}, and j € {1,...,s}. Therefore, the first method
can be extended simply to find a pair of optimal parameters
< 1,7 > (i.e., i-th network by j-th centrality rankings) that
maximizes the coefficient between network rankings with a
target ranking.

<1,]>=

2

argmax
i€fl,...m} jefl.....s}

Cor(ri,j, l'*)
4.2 Network-based Feature Integration Model

The proposed method in our research is to integrate mul-
tiple indices that are obtained from multiple social networks
to learn the target rankings. A feature by itself (e.g. a cen-
trality value) may have little correlation with the target rank-
ing, but when it is combined with some other features, they
may be strongly correlated with the target rankings [10].
Simply, we can integrate various centrality values for each
actor, thereby combining different meanings of importance
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to learn the ranking. Furthermore, we can generate more
relational and structural features from a network for each,
such as how many nodes are reachable, how many connec-
tions one’s friends have, and the connection status in one’s
friends. We might understand some about the behavior and
power about the individual as well as we predict their rank-
ing if we could know the structural position of individu-
als. Herein, we designate these features generated from net-
works as network-based features. The interesting question
is how to generate network-based features from networks
for each, and how to integrate these features to learn and
predict rankings. Below we will describe the approach.

4.2.1 Generating Network-based Features for nodes

For each x, we first define node sets with relations that
might effect x. We define a set of nodes Cc® as a set of
nodes within distance k from x. We choose a node set ad-
jacent to node x (designated as C!), and also choose a node
set that contains all of reachable nodes from x (designated
as Cﬁf") ) as influential nodes for x.

Then we apply some operators to the set of nodes to
produce a list of values. The simple operation for two
nodes is to check whether the two nodes are adjacent or
not. We denote these operators as s"'(x, y), which returns 1
if nodes x and y are mutually connected, and O otherwise.
We also define operator #(x,y) = argmini{s®(x,y) = 1}
to measure the geodesic distance between the two nodes
on the graph. These two operations are applied to each
pair of nodes in nodeset N, and which can be defined as
Operator o N = {Operator(x,y)|x € N,y € N, x # y}. For
example, if we are given a node set { n;, np, n3}, we can
calculate sV (ny, np), sV(ny, n3), and sV (n,, n3) and return
a list of three values, e.g., (1,0, 1). We denote this operation
as s o N. In addition, to s and ¢ operations, we define two
other operations. One operation is to measure the distance
from node x to each node, denoted as ¢,. Instead of mea-
suring the distance between two nodes, t, o N measures the
distance of each node in N from node x. Another operation
is to check the shortest path between two nodes. Operator
u,(y,z) returns 1 if the shortest path between y and z in-
cludes node x. Consequently, u, o N returns a set of values
for each pairof y e Nand z € N.

After that, the values calculated by above operations are
aggregated into a single feature value. Given a list of values,
we can take the summation (S um), average (Avg), maxi-
mum (Max), and minimum (Min). For example, if we apply
Sum aggregation to a value list (1,0, 1), we obtain a value
of 2. We can write the aggregation as e.g., Sum o sV o N.
Although other operations can be performed, such as taking
the variance or taking the mean, we limit the operations to
the four described above. The value obtained here results
in the network-based feature for node x. Additionally, we



Table 1. Operator list

Notation | Description
cP adjacent nodes to x
Cﬁk) nodes within distance k from x
s 1 if connected, 0 otherwise
t distance between a pair of nodes
t, distance between node x and other nodes
b% number of links in each node
Uy 1 if the shortest path includes node x, O otherwise
Avg average of values
Sum summation of values
Min minimum of values
Max maximum of values
Ratio ratio of value on nodeset Cil) by nodeset Cik)

can take the difference or the ratio of two obtained values.
For example, if we obtain 2 by Sum o s o C{" and 1 by
Sumo sV o CY, the ratio is 2/1 = 2.0.

The nodesets, operators, and aggregations are pre-
sented in Table 1. We have 2(nodesets) X 5(operators) X
4(aggregations) = 40 combinations. There are ratios for
Cﬂl) to Cfck) if we consider the ratio. In all, there are 4 X 5
more combinations: there are 60 in all. Each combination
corresponds to a feature of node x. The resultant value
sometimes corresponds to a well-known index, as we in-
tended in the design of the operators. For example, the
degree centrality can be denoted as Sum o sSP o Cfcl), and
closeness centrality is as Avg o f, o C™. These features
represent some possible combinations. Some lesser-known
features might actually be effective.

4.2.2 Network-based feature Integration

After we generate various network-based features for indi-
vidual nodes, we integrate them to learn ranking. We in-
troduce an f-dimensional feature vector F', in which each
element represents a network-based feature for each node.
We identify the f-dimensional combination vector u =
[u1,...,us]" to combine network-based features for each
node. The inter-product u’F for each node produces n-
dimensional ranking. For relational networks of m kinds,
the feature vector can be expanded to m X 60-dimensions.
In this case, the purpose is finding out whether optimal com-
bination weight @t maximally explains the target ranking:

i = argmax Cor(u” o F, 1)
u

This model can be extended easily to add traditional
attributes of entities as features. We can use any tech-
nique, such as SVM, boosting and neural network, to im-
plement the optimization problem. For multi-relational net-
works, we can generate features for each single-relational
network. Subsequently, we can compare the performance
among them to understand which relational network pro-
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duces more reasonable features. Thereby, we can see which
relation(s) is important for the target ranking.

5 Experimental Results

In this section, we describe results to clarify the effec-
tiveness of ranking learning on extracted social networks.
We use 253 researchers from The University of Tokyo to
predict a ranking of researchers. In our experiments, we
conducted three-fold cross-validation. In each trial, two
folds of actors are used for training, and one fold for predic-
tion. The results we report in this section are those averaged
over three trials. We use Spearman’s rank correlation coef-
ficient to measure the pairwise ranking correlation between
predicted rankings and target ranking.

5.1 Datasets

We extract social networks for researchers (253 profes-
sors of The University of Tokyo) to learn and predict the
ranking of researchers. In this paper, we use the ranking by
the number of publications (designated as Paper) as a target
ranking. Academic papers are often the product of several
researchers’ collaboration. Therefore, a good position in
a social network is derived through good performance. Is
there any relation that is important to predict productivity?

We construct social networks among researchers from
the Web using a general search engine. We detail the
co-occurrence-based approach to extract networks of two
kinds in English-language Web sites and Japanese Web
sites respectively: cooc network (Ggcoocs Gicooc) and over-
lap network (Geoveriaps Gioveriap)- Actually, we used En-
glish/romanized names of researchers as a query to ob-
tain co-occurrence information for Ggcooe and Goyeriap, and
used Japanese names of researchers as a query to obtain
co-occurrence information for G oo and Gjoveriap- Then,
we use the classification-based approach based on Web co-
occurrence networks (in Japanese Web sites) to classify the
edges into relational networks of two kinds: a co-affiliation
network (G fitiarion) and a co-project network (Gproject)-
Extracted networks for 253 researchers are portrayed in Fig.
1. For this experiment, we also use two types of researchers
attributes available from the Web: the number of hits on
Japanese Web sites JhitNum (using Japanese names as a
query) and the number of hits on the English-language Web
sites EhitNum (using English/romanized names as a query).
More kinds of networks and attributes can be added for im-
proving the effectiveness of results in the future.

5.2 Ranking Results

For the baseline model, three centrality indices (degree
centrality C,, closeness centrality C,, and betweenness cen-
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Figure 2. Evaluation for each attribute-based
ranking as well as centrality-based net-
work ranking with target ranking among re-
searchers.

trality C) are used on different networks as network rank-
ings. We calculate the correlation between network rank-
ings with each target ranking of Paper. For comparison, we
also rank companies according to attributes (i.e., JhitNum
and EhitNum), and take correlation with target ranking. Fig.
2 portrays correlations (mean of three tries) of each network
rankings as well as each attribute-based rankings with dif-
ferent target rankings on training and testing data among
researchers. Results show that the JhitNum is a good at-
tribute of researchers for predicting the creditability of pub-
lications. Furthermore, degree centralities in Ggoveriap as
well as in Geeooe (1-€-5 X6,y cs AN Y6y, cd> TESPECTivELy)
exhibit a good correlation with target ranking. We can say
that researchers who are famous on Japanese Web sites and
who frequently co-occur with other researchers on English-
language Web sites are the more creative researchers.

We execute our feature integration ranking model (with
several varies) to single and multiple social networks to
train and predict rankings of researchers’ Paper. We use
Ranking SVM to learn the ranking model which minimize
pairwise training error in the training data. Then we apply
the model to predict the rankings on training data (again)
and on testing data. Comparable results on several vari-
ations of model are presented in Table 2. First, we inte-
grate proposed network-based features obtained from each
type of single network as well as multiple networks among
researchers to train and predict the rankings. The co-
occurrence-based networks especially on English-language
Web sites GEcoow GEoverlapa and GJoverlap appear to be
a better explanation of target ranking of Paper than the
co-affiliation network Gy fijiasion OF the co-project network
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Table 2. Results of feature integration among
researchers.

Model Feature PaperNum
Train Test
Network GEcooe 0.470 0.413
GEoveriap 0.508 0.411
G eooc 0.443  0.261
G joveriap 0.585 0.325
Gy fitiation 0.178 -0.011
Gproject 0.540  0.043
GarL 0.821 0.417
Attributes ALL 0.491  0.448
Network GrEeooctA 0.514 0.429
+ Attributes | Ggoveriap+A 0.544  0.404
GeooctA 0.481 0.284
G joverlap+A 0.519 0.420
Gclffiliatian"'A 0.497 0.159
Gproject+A 0.548 0.304
Gar+A 0.811 0.456

Gprojext. Using features from all kinds of networks Gayr,
the prediction results are better than for any other single-
relational network. Then, as comparison, we integrate
attribute-indices (i.e., JhitNum and EhitNum) of researchers
as features as a baseline of this model to learn and pre-
dict the target ranking of Paper. We can obtain a 0.448
correlation coefficient between predicted rankings and tar-
get rankings, which is explainable: famous researchers are
also famous on the Web sites. Furthermore, when we com-
bine network-based features with attribute-based features to
learn the model, the results outperform each using attribute-
based features only and network-based features only.

5.3 Detailed Analysis of Useful Features

To clarify the usefulness of network-based features, we
use them separately to train and expect the target rankings.
Leaving out one feature, the others are used to train and
predict the rankings. In fact, k-th feature is a useful fea-
ture for explaining the target ranking if the result wors-
ens much when leaving out the feature k from the fea-
ture set. Table 3 presents the effective features for the tar-
get ranking of Paper in the researcher field. For exam-
ple, the maximum number of links in the reachable nodeset
of x from cooc network from English-language Web sites
Maxoyo CSCOO) o Ggeooc 18 effective for the target ranking,
which means that if a famous researcher is reachable from a
person, that person can be more productive. The minimum
number of links in the neighbor nodeset of x from the cooc
network from Japanese Web sites Min o y o Cfcl) o G jeooc
is also effective, which means that if a direct neighbor
is productive, then x will be more productive. The ratio
of the number of edges among neighbors to the number



Table 3. Effective features in various networks

for Paper among researchers.
Top Features from social networks
1 Maxoyo Cioo) © GEcooc
2 Ml'}’lO’yOCil) 0 G jeooc
3 AVg oyo CS:O) ° GEnverlap
4 Maxoto Ciw) ° G joverlap
5 Avg O Uy o C.(X-l) o GEnverlap
6 Minoyo CS(D ° GEoverlap
7 MinoyoC™ o Gyeooe
8 Ratio o (Sum o sV o CS(”, Sumo s o C.(xm)) © Gproject
9 Avg oyo C,(\»l) ° Gjoverlap
10 Mino’yocil) ° GEcooc

of edges among reachable nodes from co-project network
Ratioo(S umosVoC'" | S umo s(l)OC;m))OG,,mjeC, means that
binding neighbors from all of reachable nodes in projects
makes the researcher more productive.

We understand that various features have been shown to
be important for real-world rankings (i.e. target ranking).
Some of them correspond to well-known indices in social
network analysis. The results support the usefulness of the
indices that are commonly used in the social network liter-
ature, and underscore the potential for additional composi-
tion of useful features.

6 Related Works

In the context of information retrieval, PageRank and
HITS algorithms can be considered as well known exam-
ples for ranking Web pages based on the link structure. Re-
cently, more advanced algorithms have been proposed for
learning to ranking entities. Although quite a few studies
of learning-to-rank fields (particularly targeted on informa-
tion retrieval) have investigated many attribute-based rank-
ing functions learned from given preference orders, only a
few studies have concluded that such an impact arises from
relations and structures [8, 1]. Furthermore, our model is
target-dependent: the important features of relations and
structural embeddedness vary among different tasks.

Relations and structural embeddedness influence behav-
ior of individuals and growth and change of the group [9].
Several researchers use network-based features for analy-
ses. Backstrom et al. [2] describe analyses of community
evolution, and show some structural features characterizing
individuals—positions in the network. Liben-Nowell et al.
[5] elucidate features using network structures in the link
prediction problem. We specifically examine relations and
structural features for individuals (previously for link pre-
diction in [4]) and deal with various structural features from
multiple networks systematically for learning the real world
rankings (i.e. target rankings).
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7 Conclusion

This paper described methods of learning the ranking
of entities from social networks mined from the Web. We
first extracted social networks of different kinds from the
Web. Subsequently, we used these networks and a given
target ranking to learn a ranking model. We proposed an
algorithm to learn the model by integrating network-based
features from a given social network that mined from the
Web. Results of experiments on researcher field reveal that
effectiveness of our models for explaining target ranking
of researchers’ productivity using multiple social networks
mined from the Web. The results underscore the usefulness
of our approach, by which we can understand the important
relations as well as important structural embeddedness to
predict the rankings. Our model provides an example of ad-
vanced utilization of a social network mined from the Web.
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