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Abstract. We study on the Prisoner’s Dilemma game on network to
clarify the influence of the network structures on agent strategies, and
vice versa. A model is proposed to treat an interaction between the agent
strategies and the network formation process. In case of a fixed network,
it is observed that the distribution as well as the propagation speed of
an agent strategy depends on the network structure. In an experiment
combining the agent evolution and the network formation, a novel net-
work that has a few agents connected by all of other agents appears.

Keywords: game theory, prisoner’s dilemma, small world network, net-
work formation.

1 Introduction

An emergent mechanism of cooperative strategies has been studied with Pris-
oner’s Dilemma game so far. This game has such a dilemma that a rational
person selects “defect” regardless of the fact that the pareto optimum state is
achieved if all the players select “cooperate”. A question arises here why people
in a real world often select a cooperative strategy each other.

To give an solution, a spatial structure was introduced to the game[1][2]. This
is a model that players located on a spatial structure, such as a two-dimensional
regular lattice, play the game with neighborhoods. The cooperative players ap-
pears over generations on the context of the evolutionary game.

In another area, a small world network which appropriately models the social
network was recently proposed[3]. Then this network structure was adopted to
the Prisoner’s Dilemma game, and the dynamics of the game on the network
was studied[4][5][6]. It was assumed that a structure of the network was static,
though it is generally thought that it affects the players and vice versa.

With regard to the undirected graph with n vertices, there are 2n(n−1)/2

possible graphs. However, such characteristics as small world[3] or scale free[7]
are observed regardless of a large number of possible graphs. A method was
proposed to explain the generation of graphs with specific characteristics such
as small world or scale free network.

Another approach for this explanation is to use a game theory. In this model,
all agents, which correspond to vertices on a graph, are assumed to have perfect

D. Lukose and Z. Shi (Eds.): PRIMA 2005, LNAI 4078, pp. 33–44, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



34 M. Ono and M. Ishizuka

knowledge of the network and to select agents to be connected rationally for
maximizing own gain. It is known that wheel- or star-type network, called Nash
network, appeared after the iteration process of the link change[8].

The study combining the characteristics of the agents and the network forma-
tion haven’t done enough so far. In this paper we propose a model that treats
both the agents’ strategy and the network formation. Specifically, we focus the
Prisoner’s Dilemma game, and dynamics of the agents’ strategy and the network
formation.

In the remainder of this paper, we first introduce the Prisoner’s Dilemma
and the small world network. We then describe the model we have designed for
combined study of agent evolution and network formation. Experimental results
are then presented and discussed. Finally we present our conclusions.

2 Backgrounds

In this section, we explain the Prisoner’s Dilemma game and the small world
network for the preparation of following sections.

2.1 Prisoner’s Dilemma

Prisoner’s Dilemma is the most popular game in the game theory, because it is
an elegant model to express many social phenomena. The name and the typical
payoff matrix of this game is due to Albert Tucker in 1950’s.

In a symmetric two-player game, the payoff matrix of Prisoner’s Dilemma is
expressed as Table 1, where R,T,S,P represent Reward, Temptation, Sucker and
Punishment respectively. Payoff relations (T > R > P > S, 2R > T + S) exist
among them, which raise a dilemma.

Assuming that each player is rational, both players in the game would select
the defect strategy. The player 1 considers that he should defect and earn a
higher payoff whichever the player 2 cooperates or defects. The player 2 would
also defect over the same consideration. After all, each player defects, and (D,D)
is an only Nash equilibrium in this game. However, this state is pareto inferior
that it’s not optimal for both players. This is why this game has a dilemma.

There is a contradiction between the mathematical solution and the real world
where we often cooperate each other. This point has been studied for a long time,

Table 1. The payoff matrix of prisoner’s dilemma
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and a spatial structure was introduced in the evolutionary game theory. Players
are located on the spatial structure, for example, a two-dimensional regular
lattice[1][2]. They evolve every generation after they play games between the
neighborhoods. In this case, the emergence of a cooperative strategy is observed
after some period that the non-cooperative strategy is dominant.

2.2 Small World Network

When we meet someone at first time, we often get to know there is a common
friend and say “it’s a small world!”. The original concept of the small world
network was derived from that phenomenon. In 1998, Duncan Watts defined the
small world network using two characteristic parameters, i.e., characteristic path
length and clustering coefficient [3].

A graph G consists of vertices and edges. V = {1, . . . , n} is a set of vertices
and g is an adjacency matrix of G. gi,j for a pair of vertices i, j∈V indicates an
edge between i and j. If gi,j �= 0 then an edge exists. An edge is absent in case
of gi,j = 0.

Let d(i, j, g) be a function which gives the length of the shortest path between
i and j. The characteristic path length L is the average 1 of the shortest path
length between any two vertices on the network. L is precisely expressed as
Eqn. (1).

L =
1

n(n − 1)

∑

i

∑

j �=i

d(i, j, g) (1)

N1(i, g) = {k∈V |gi,k �= 0} is a set of vertices adjacent to i. E(i, g) =
{(j, k)|gj,k �= 0, k �=j, j∈N1(i, g), k∈N1(i, g)} is a set of the combinations of ver-
tices in N1(i, g) when an edge exists between them. For simplicity, let li =
|N1(i, g)| be the number of edges connected to i. The clustering coefficient C is
defined as Eqn. (2), and indicates the extent to which vertices adjacent to any
vertex v are adjacent to each other as average.

C =
1
n

∑

i

|E(i, g)|
liC2

, liC2 = li(li − 1)/2 (2)

Assuming the numbers of vertices and edges on a graph are fixed, the network
structure changes like Fig. 1 as the randomness of network changes. Every vertex
is connected to its neighborhoods mutually p = 0, where p is a randomness
parameter. Edges are changed stochastically as p increases.

In case of p = 0, it is a regular network, and both L and C are large. On
the other side, it is a random network at p = 1, and L and C are small. In the
middle between these two extremes, it is called small world network, where L is
small and C is large.

The small world networks have been found in many areas so far.
1 There are two definitions, the average or the median. The median is used in [4].
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regular small world random

p = 0 � p = 1
increasing randomness

Fig. 1. Small world network

3 Proposed Model

We study here an evolutionary dynamics of the Prisoner’s Dilemma game played
by agents on the network. It is assumed that a network is changed by each agent
which has a meta strategy and a link-change strategy in the evolutionary pro-
cess. The dynamics of the agents’ evolution and the network formation strongly
depends on the agent’s strategy.

In this section, we propose agent model consisted of two parts. The first part
is a basic agent model to play the game. The second part is an advanced model
including a network formation function.

As long as it is not noted otherwise the expressions of vertex, agent, node, or
player are denoted as agent, and the expressions of edge or link are denoted as link.

We design agent models as follows.

3.1 A Basic Agent Model

Agents are nodes on a networks and players of Iterated Prisoner’s Dilemma
(IPD) games. They have to select a move C or D at each game with their
neighborhoods.

Each agent has a gene and selects a move according to its gene in a deter-
ministic manner. The gene consists of 5-bit; 1-bit determines an initial move
and other 4-bit expresses a rule to select a move. Assuming a first-order meta
strategy, the information to input is PM (Previous Move) and OPM (Oppo-
nent’s Previous Move), and each bit of the gene corresponds to possible 4(= 22)
cases.

Table 2 shows several rules of a first-order meta strategy. The agent selects a
move regardless of previous moves in case of All C and All D. Tit-for-Tat (TFT)
created by Anatol Rapoport is a famous strategy, which repeats opponent’s
previous move. This strategy is known as a winner of the famous tournament[9].
Pavlov strategy[10] is also known as “Win-Stay, Lose-Shift”, which selects the
opposite move from previous move when the agent couldn’t earn high gain.

This gene-coded model[11] is general in the evolutional game.
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Table 2. Meta strategy examples

strategy examples
PM OPM All C All D TFT Pavlov

C C C D C C
C D C D D D
D C C D C D
D D C D D C

PM: Previous Move, OPM: Opponent’s Previous Move.

3.2 An Advanced Agent Model with Network Formation Procedure

In addition to the basic agent model, an advanced model with a network forma-
tion procedure is introduced mathematically in this subsection.

This is a model that a person in the real society finds new people and changes
a link to a new better person from the current worst person.

An assumption that agents have perfect knowledge and information in the sim-
ulated world is inappropriate for a multi-agent simulation. Agents with bounded
rationality are assumed in this proposed model, where the agents can only know
information of their first and second neighborhoods.

The set V includes n agents, and this elements are the players of IPD. Each
agent has m links, can attach them to other agents and detach them in their
intention. The adjacency matrix g at generation t is denoted by g(t), which is
expressed as Eqn. (3) for a pair i, j∈V .

g(t)i,j =

⎧
⎨

⎩

1 j is connected by i
0 absence
−1 i is connected by j

(3)

The value indicates an owner of the edge; that is, j is connected by i in case
of g(t)i,j = 1, and i is connected by j in case of g(t)i,j = −1. This difference
doesn’t affect an interaction over the link.

The above mentioned N1(i, g) is also extended to N1(i, g(t)). N1
o (i, g(t)) is the

set of agents connected by the link which i owns. It’s defined as N1
o (i, g(t)) =

{k∈V |g(t)i,k = 1} precisely and is the subset of N1(i, g(t)). A set of second
neighborhoods of i, which is a set of agents connected by j∈N1(i, g), is denoted
by N2(i, g(t)) = {k∈V |k∈N1(j, g(t)), j∈N1(i, g(t))}.

IPD games are played by the agents for each combination of the agents having
a direct connection on the network. Assuming i earns payoff pi,j as a result of
the game with j, the average payoff of i is p̄i =

∑
j∈N1(i,g(t)) pi,j/li.

After all the games have played, each agent performs a link change procedure
which is a metaphor of a physical movement. This procedure consists of two
steps. The first step is to detach (Eqn. (4)) and the second step is to attach
(Eqn. (5)). With regard to i, it is expressed as follows,
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N1
o (i, g(t + 1)) = N1

o (i, g(t)) − Ndel
i (∈N1

o (i, g(t))) (4)
N1

o (i, g(t + 1)) = N1
o (i, g(t)) + Nadd

i (∈N2(i, g(t))) (5)

Ndel
i is selected and then detached from i. Also Nadd

i is selected in N1
o (i, g(t))

and then attached to i. The agents have to evaluate candidates to detach or
attach. Assuming j is the adjacent agent and k is the second neighborhood, the
indices of the agents for the evaluation with respect to i are follows:

– for first neighborhoods
U(i, j) = {li, lj , pi,j , pj,i, p̄i, p̄j}

– for second neighborhoods
V (i, j, k) = {li, lj, lk, pi,j , pj,i, pj,k, pk,j , p̄i, p̄j, p̄k}

An index including a difference is introduced because the above two indices
are not enough. An evaluation function is also introduced as follows.

– generalization(including the difference)
W (U) = {r − s|r∈U, s∈U ∪ φ}
W (V ) = {r − s|r∈V, s∈V ∪ φ}

– evaluation function
H = {argmin, argmax, random}

The agents have gene-coded h and w, where h∈H and w∈W . The link change
procedure depends on the gene as follows.

Ndel
i is selected by Eqn. (6).

Ndel
i = Hx

(
W (U(i, x))|x∈N1

o (i, g(t))
)

(6)

Nadd
i is selected by Eqn. (7), which evaluates the second neighborhoods set

at once, or Eqn. (8), which evaluates the first neighborhoods twice. If Eqn. (8)
is used, the agent also has a gene containing h′∈H and w′∈W .

Nadd
i = hx

(
w(V (i, j, x))|x∈N1(j, g(t)), j∈N1(i, g(t))

)
(7)

Nadd
i = h′

x

(
w′(U(j, x))|x∈N1(j, g(t))

)

where j = hj

(
w(U(i, j))|j∈N1(i, g(t))

)
(8)

If the set of Ndel
i and Nadd

i includes several elements or in case of h = random,
an element is selected at random from the elements in the set.

4 Experiments and Discussion

In this section, we show two experiments. The first one shows the influence of the
network structure on the agent, and the second one shows the network formation
combined with the agent evolution.

Basically our experiments are performed as follows. All of the agents are
located on a network. They play games. Then they evolve and change links
on the network in one generation. An experiment here continued up to 2000
generations.
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4.1 Experiment 1

In this experiment, we focus on the influence of the network structure measured
by several indices, especially the distribution of the strategies on the network.

A simulation is performed as follows. The small world network g, which ran-
dom parameter p is given as an initial value and fixed during the simulation,
is structured at first. It consists of n agents each of which have m links. These
parameters are fixed at (n, m) = (400, 3).

Agents act as the players of the IPD game. They play games with other agents
having a direct connection on the network.

They are basic agents and have only a 5-bit gene of playing the game (cf.
Table. 2). A unit of a game is an IPD game, which is iterated 100 times. This is
not a problem because the agents don’t use backward induction due to the fact
that they don’t know when the IPD game ends in this simulation.

A generation change happens after all the games are finished in every gen-
eration. 10% of agents are to die stochastically according to their gain earned
in the generation. Then a new agent is to be located there instead of the dead
agent; the new agent is generated as a copy from the agent earned most in the
first neighborhoods of the dead agent. The mutation of the gene is generated at
the probability of 0.02% in copying.

The parameters in the simulation are set as (T, R, P, S) = (5, 3, 1, 0) in
Table 1. Noise is introduced to this simulation such that a move selected by
each agent is reversed stochastically according to a probability noise, 0.02.

Result
An example of the evolutional dynamics of the agent’s strategies is shown in
Fig. 2. Space occupation (SO) represents the extent how much the strategy
occupies the space on the network. SO is defined as Eqn. (9).

SOi(t) =
Ni(t)

n
(9)

where Ni(t) is the number of agents which have the gene of strategy i on the
network at the generation t.

It is observed that the cooperative strategies, such as Pavlov strategy in this
example, tend to survive. This tendency can be also seen in other cases.

Average gains in case of p = 0, 1 are shown in Fig. 3. The average gain falls
from the initial value once, then rises and saturates at a point in both cases.
At the minimum point, non-cooperative strategies are dominant in the gener-
ation. But then they become extinct because they don’t earn much with their
non-cooperative neighborhoods. The timing that the cooperative strategies in-
crease corresponds to the timing that the average gain rises. At steady state,
the cooperative strategies are dominant. It is clear that the speed of conver-
gence to steady state and the saturation point depend on the structure of the
network. Lower speed and higher average gain are observed on the network with
higher randomness. There are opposite characteristics on the network with lower
randomness.
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Pavlov

CCDD

CDDD

Fig. 2. An example of the generation change(p = 0.003)

p=1

p=0

Fig. 3. Average gain(p = 0, 1)

Next, the Time-Space occupation of strategies is studied. Time-Space occu-
pation (TSO) is defined as Eqn. (10).

TSOi =
1

Tmax

Tmax∑

t

SOi(t) (10)

where Tmax is the maximum number of generations.
In Fig. 4, TSO is on the vertical axis and the rank of strategy , ordered by

TSO, is on the horizontal axis. The dominant strategy is located at the left side
in the figure. However, dominant strategy here doesn’t mean the common “dom-
inant strategy” in the game theory, but which TSO is highest in the simulation.
There are 16 strategies on condition that we ignore the initial move of the gene.
This TSO follows power-low distribution with a cut-off at about 10th rank, and
the inclination varies according to the clustering coefficient of the network. In
particular, the value at 1st rank varies much.

The TSO of the top strategy in each network is focused in Fig. 5. TSO and the
average gain get higher as the clustering coefficient C goes lower. Attenuation
starts from the range of the small world network to the regular network. The
small world network is considered as the network that optimizes the cost to move
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Randomness p

Fig. 4. Time-Space occupation

random small
world regular

Fig. 5. Time-Space occupation of the dominant strategy and average gain

over the distance in the range where the dominant strategy keeps the biggest
occupation.

As a result of the experiment 1, it is clarified that a cooperative strategy
such as Pavlov survives regardless of the network structure. The distribution of
strategies also depends on the network structure, and the 1st rank strategy is
strongly dominant when the clustering coefficient C is lower.

4.2 Experiment 2

We focus on the network formation process in this subsection.
All agents here follow the advanced model and have the gene of playing the

game and deciding the procedure to change their own links.
They play games with their neighborhoods in the conditions that are the

same as experiment 1. After all the games finish, a generation change and a link
change occur in every generation.

The initial network is regular (p = 0 in the small world network model) when
the simulation starts at t = 0. The values of noise and mutation are fixed at 0,
because we examine an ideal case at first.
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LC: Link Change

Fig. 6. Average gain

Fig. 7. Evolutional dynamics

Result
The comparison between simulations with and without the link change procedure
is shown in Fig. 6.

It is identical in both cases that the dominant strategy changes from non-
cooperative one to cooperative one. But the convergence speed in case without
the link change procedure is faster than the other. In this process, the agent with
the non-cooperative strategy performs the link change procedure to connect the
agent with the cooperative strategy to defect them; on the other hand, the agent
with the cooperative strategy performs the procedure to make a steady group
of their cooperators.

According to the tendencyof the connection, the agentswith thenon-cooperative
strategy have only their own links. On the other hand the cooperators have links
connected by other cooperators as well as ones they own. The cooperators are sur-
vivable at high probability because they earns in proportion to links with other
cooperators.

Dynamics of another indices are shown in Fig. 7. There is a monotonic decrease
in the characteristic path length L. The fact that L increases once in this figure
is because an agent with many links died accidentally.

The clustering coefficient C decreases once, then gradually increases and ap-
proaches to 1. It doesn’t seem natural. This network is structured like Fig. 8,
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regular(p = 0) steady state

�
link change

Fig. 8. Network in steady state

which consists of a few super agents and many normal agents. A few super
agents have many links and are connected each other. The other many agents
have connections to the super agents in this network.

The number of agents that an agent has had the connection before is defined
as moved distance. The moved distance converges to about 30 as the clustering
coefficient approaches to 1. The moved distance converges when many agents
have a gene of selecting Nadd due to the number of links l.

Generally, the agents which select agents to earn more tend to survive. It is
natural in early generations. After some generations, agents with many links
mean that they tend to cooperate. There are no differences between the gain
and the number of links as an index for the evaluation. That’s why agents that
look for agents with many links also survive easily.

It is unpredictable which type of agents are dominant in this experimental
condition. It depends on a dynamic process, and the first dominant type may
survive. The gain of neighborhoods is more unstable than the number of links
which the neighborhoods have. The moved distance increases monotonously in
the case that the dominant agent looks for agents with more gain. Otherwise,
the moved distance is saturated in the steady state.

With regard to the method of selecting Ndel, the agents that select agents
which he couldn’t earn much tend to survive.

5 Conclusions

We studied the Prisoner’s Dilemma game on network to clarify the influence of
the network structures on the agents strategies and vice versa.

Our contribution in this paper is as follows. We here proposed the agent
model with strategy evolution and network formation functions. As a result of
experiments, it has been shown that the distribution of the strategies depends on
the network structure. Also it has become clear that an introduction of movement
makes the speed of strategy convergence slow and forms a strange network with
a few super agents in the steady state.

Overall, our proposed model and the experiments of this paper give an expla-
nation to the question why people in a real society select a cooperative strategy
each other even in the case that a non-cooperative strategy is advantageous for
obtaining temporal benefit.
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