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Abstract. In this study, we explore the roles of learning and evolution
in a non-cooperative autonomous system through a spatial IPD (Iter-
ated Prisoner’s Dilemma) game. First, we propose a new agent model
playing the IPD game; the game has a gene of the coded parameters of
reinforcement learning. The agents evolve and learn during the course of
the game. Second, we report an empirical study. In our simulation, we
observe that the spatial structure affects learning and evolution. Learn-
ing is not effective for achieving mutual cooperation except under certain
special conditions. The learning process depends on the spatial structure.
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1 Introduction

From the scientific viewpoint, learning, evolution, and the interaction between
them have been studied. One of the famous earlier works is the Baldwin effect
[1], which hypothesized that the characteristics of how an individual learns affect
the evolution of a species.

Moreover, these two concepts are worth studying from an engineering view-
point. Recently, the autonomous agent has been studied, and there are systems
that consist of many autonomous individuals, such as the multi-agent system.
In general, agents adapt to the environment owing to learning in addition to
their hard-coded program. These two functions correspond to learning and evo-
lution (a part of the hard-coded program), as described earlier. In this area, the
focus has mainly been on the manner in which the agents cooperate. However,
the agents are not always cooperative, for example, in the case of agents that
belong to different organizations and whose payoffs conflict. We forecast that
there would be two types of systems-the cooperative and non-cooperative. Stud-
ies based on the abstract model can provide useful insights for many possible
application systems both in the cooperative and non-cooperative cases.

One of the non-cooperative relations is PD (Prisoner’s Dilemma) from game
theory. This game has been studied thus far because the game itself arouses
our curiosity and is suitable for studying learning and evolution. Further, the



evolutionary game theory pertains to evolution. In general, the equilibrium point
of the game has been studied in the field of game theory. The evolutionary
game theory assumes an alternative equilibrium point ESS (Evolutionary Stable
Strategy). In addition, numerical as well as the analytical approaches exist. One
of the numerical approaches is that given by Lindgren [2]. His model expresses a
meta-strategy that determines the subsequent moves based on the game history.
The learning game has been studied in accordance with the development in the
area of reinforcement learning. For example, it is shown that the reinforcement
learning agents in the multi-agent system cause instability due to mutual learning
[3]. There are a few studies that deal with both learning and evolution. Thus far,
the combination of learning and evolution were adapted to the stochastic game
[4] and Baldwin effect [5] under the simple learning condition.

With regard to the original concern of IPD (Iterated Prisoner’s Dilemma),
the basic issue pertains to the contradiction between the mathematical solution
where the non-cooperative strategy is stable and the phenomenon in the real
world, i.e., we often cooperate with each other. This issue has been studied for a
long time, and a spatial structure was introduced in the evolutionary game the-
ory. Players are located on the spatial structure, for example, a two-dimensional
regular lattice [6][7] or a small-world network model [8][9][10]. They evolve in
every generation after they play games across neighborhoods. In this case, the
emergence of a cooperative strategy is observed after a period of dominance of
the non-cooperative strategy. Thus far, investigation on the learning and evolu-
tion of the spatial structure through studies has been sufficient.

In this paper, we investigate the roles of learning and evolution in relation
to the emergence of cooperation. In particular, we focus on the spatial structure
that limits the communication among agents. This assumption is reasonable
in the case of agents on the Internet. Our work may help design an agent to
improve the system performance from an engineering viewpoint. In addition,
it also contributes to science: the human characteristic to make a decision is
affected by the spatial structure. In the subsequent sections, we first provide brief
backgrounds of the Prisoner’s Dilemma, mechanism of reinforcement learning,
and small-world network model. We then describe a model that we have designed
for combining the functions of learning and evolution. Experimental results are
then presented and discussed. Finally, we present our conclusions and directions
for future work.

2 Backgrounds

Here, we describe IPD, reinforcement learning, and the small-world network
model. We consider learning and evolution in the IPD game. Reinforcement
learning is the method of learning the selection of a move in the game. The
small-world network is a model that expresses the spatial structure.



2.1 Iterated Prisoner’s Dilemma

The Prisoner’s Dilemma is the most popular game in game theory because it is
an elegant model to express many social phenomena. The name and the typical
payoff matrix of this game were given by Albert Tucker in the 1950s.

In a symmetric two-player game, the payoff matrix of Prisoner’s Dilemma is
expressed as Table 1, where R, T, S, and P represent the reward, temptation,
sucker, and punishment payoffs, respectively. The payoff relations (I" > R >
P> S,2R > T+ S) that exist among them raise a dilemma.

Both players in the game would select the defect strategy if they are assumed
to be rational. Player 1 considers that he should defect and earn a higher payoff
whenever player 2 cooperates or defects. Player 2 would also defect after the
same consideration. In the end, each player defects, and (D, D) is the only Nash
equilibrium in this game. However, this state is a pareto inferior and therefore it
is not an optimal strategy for either player. Hence, this game poses a dilemma.

Table 1. The payoff matrix of Prisoner’s Dilemma

Player2
C (cooperate) D (defect)
R T
-1 %R S
z S P
z
A b T P

(T>R>P>S,2R>T+Y5)

2.2 Reinforcement Learning

Reinforcement learning is a type of machine learning. Assuming that an agent
takes an action and receives a reward in return from the environment, the re-
inforcement learning algorithm attempts to find a policy for maximizing the
agent’s cumulative reward.

Essentially, an agent has inner states. The learning process is as follows: the
agent selects an action in a state according to each value function, then the
action in the state is evaluated and the value function is updated. The agent
performs a state transition and selects the next action in the state. This process
is repeated and the agent continues to refine the action-value function. Although
there are several algorithms for reinforcement learning, in this study, we consider
the one given by Sarsa [11].

2.3 Small-World Network

In 1998, Duncan Watts defined the small-world network using two character-
istic parameters—characteristic characteristic path length and clustering coeffi-
cient [12].



The characteristic path length L is the average of the shortest path length
between any two vertices on the network. The clustering coefficient C' indicates
the extent to which vertices adjacent to any vertex are adjacent to each other
as an average.

If it is assumed that the number of vertices and edges on a graph are fixed,
the structure changes as the randomness parameter p of the network varies. Each
vertex is connected to its neighborhoods mutually in the case of p = 0. The edges
change stochastically as p increases. In case of p = 0, the network is referred to
as a regular network and both L and C' are large. On the other hand, a random
network appears at p = 1, where L and C' are small. In the middle, between
these two extremes, the network exhibits the property of a small-world network,
where L is small and C' is large.

3 Proposed Model

We propose a new agent model that learns and evolves for the IPD game. The
process by which the agent selects the next move is as follows:

We assume that the agent remembers the moves from the previous game in
iterated games and he selects the next move in the manner of the first-order meta-
strategy. The agent has four inner states (own previous move and opponent’s
previous move) = CC, CD, DC, and DD derived from the possible combinations
of the moves from the previous game. In other words, the agent selects the next
move in a state based on the previous game.

The agent has a gene in which two components are coded. One is the part
that expresses the initial action-values for each of the possible combinations of
actions and states. The other is the part for parameters of reinforcement learning.
The created agent has initial action-values and a reinforcement learning function
with parameters derived from the coded gene. He can play the IPD games and
update the action-values. In other words, he can learn the game.

Primarily, when the agent selects a move in the game, he compares the action-
values of each action in the states and picks up the greater one; as shown in
Eqn. (1):

C, Q(s,C)>Q(s,D) (1)
D, Q(s,C) < Q(s,D)

where Q(s, a) evaluates the action a in the state s, and s is a possible state. For
example, in the state CC, the next move is C in the condition Q(CC, C)>Q(CC, D).
Since the agent has information on all the combinations of actions and states,
all possible first-order meta-strategies can be expressed. The examples are listed
in Table 2.

The agent selects a move regardless of the previous moves in the case of all C
and D. Tit-for-Tat (TFT) created by Anatol Rapoport is a famous strategy that
repeats the opponent’s previous move. This strategy won the famous iterated
prisoner’s dilemma tournament organized by Robert Axelrod in the year 1981

next move = {



Table 2. First-order meta-strategy examples

Strategy examples
PM | OPM || All C [ All D [ TFT [Pavlov

C C C D C C
C D C D D D
D C C D C D
D D C D D C

PM: Previous Move, OPM: Opponent’s Previous Move

[13]. The Pavlov strategy [14]-also known as the “Win-Stay, Lose-Shift” strategy-
selects the move opposite to the previous move when the agent cannot earn a
high reward.

In return for the action, the agent receives a reward (the payoff of the game)
and updates the action-values. The rule for updating the action-values is denoted
by Eqn.(2). Q(s¢,a) evaluates the action a, in the state s; including the next
action-value Q(S¢41,ary1):

Q(s¢,at)—Q(s¢,a¢) + afripr +7Q(Se41, apy1) — Q(s¢,ar)] (2)

where « is the learning rate; .41, a reward in return for the action a;; and v, the
discount rate. Here, a;y is determined by the e-greedy method in which the next
move primarily depends on the action-values but is selected randomly according
to a possibility €. The agent obeys the action-value completely; it selects a move
in a deterministic manner in the case of ¢ = 0. Otherwise, the agent selects
randomly and the selection depends on € to some extent.

This process of updating is repeated during each selection. This implies that
the agent learns through the iterated games. Since the strategy depends on the
action-values as described before, the updating of the action-values indicates a
change in the strategy, for example, from TFT to Pavlov. The characteristics of
the learning process are the speed of learning, dependence on the reinforcement
learning parameters, etc.

In this model, the eligibility trace parameter A is also taken into account.
The agent has a gene for these four parameters o, v, A, and e.

4 Experimental Studies

The purpose of this experiment is to investigate the influence of spatial structure
on learning and evolution. We carry out the experiment in two different spatial
structure cases—a pool case and network case. Our simulation is performed as
follows:



4.1 The network case

This is the case with a spatial structure that limits the communication among
agents to some extent. The small-world network, in which randomness parameter
p is given as an initial value and fixed during the simulation, is structured at first.
The network consists of n agents, each of which has m links. These parameters
are fixed at

The agents act as the players of the IPD game. They play games with other
agents having a direct connection on the network. A unit of a game is an IPD
game that is iterated 100 times. This does not pose a problem as the agents do
not employ backward induction because they cannot determine the end of the
IPD game in this simulation. It is assumed that a random noise involved in move
selection by the agent is reversed according to a noise probability. The order in
which the agents play games is determined randomly because the fixed order in
each generation would influence the learning.

A generation change occurs after all the games in every generation end. A
total of 20% of the agents are to die stochastically according to their gain earned
in the generation. Then a new agent is to be located there in lieu of the dead
agent; the new agent is generated as a copy of the agent that earned the most in
the first neighborhoods of the dead agent. The mutation of the gene is generated
at a copying probability of 0.02%. The payoff parameters in the simulation are
set as (T, R, P,S) = (5,3,1,0) in Table 1.

4.2 The pool case

Here, we assume a pool of agents without a spatial structure. In this case, the
agents are not linked and they have the opportunity to meet any agent. Although
the general procedure is similar to the network case as described before, there
are two differences:

The first one determines the opponents they play games with. Since the
spatial property is without a structure, there is a possibility that they might
play a game with only one agent amongst all agents. However, an agent plays
games m times with randomly selected agents in order to provide a chance for
learning with an equivalent frequency for the network case.

The second one is related to the generation change. In this case, we adopt
tournament selection (tournament size: 2), two-point crossover, and mutation.
Essentially, the parameters in relation to the generation change are the same as
that in the network case.

In this study, we fix two parameters, ¢ = 0.1 and A = 0 as the first step.
A total of 2,000 generations are repeated in the simulation. The average of a
trial is the value that is obtained by averaging the values from 1,000 to 2,000
generations. The results shown below are the average of over 10 tries.

4.3 Results

We conducted simulations by varying the parameters of noise probability.



At first, we focus on the average gain, which is the index indicating the
number of cooperators existing in the population. An approximate index value
of 3 indicates the existence of many cooperators.
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Fig. 1. Average gain in the pool case

The average gain in the pool case is shown in Fig. 1. “L” in the legend repre-
sents “learning.” The difference between the cases with and without learning is
clear in this figure. In the case with learning, the value remains almost constant
regardless of the noise probability. On the other hand, in the case without learn-
ing, the average gain is about 3 when the noise does not exist. This implies that
almost all agents cooperate with each other. The line decreases monotonically
from the value 3, as the noise increases. It is observed that the lines intersect
when the noise is approximately 1.0 x 10~2. This implies that the agents cooper-
ate well based on a condition. In this case, the condition is the noise probability.

The average gain in the network case is shown in Fig. 2. The number in
the legend represents the randomness parameter of the small-world network. It
is evident that all points in the no-learning case are higher than the ones in
the learning case. The lines of the no-learning case decrease monotonically and
vary when noise = 0.1. However, the lines of the learning case remain almost
constant in the range 2.0~2.4, irrespective of the change in the noise or the
randomness parameter of the network structure. With regard to the randomness
of the network, the higher value lines are lower than the lower value lines in both
learning and no-learning cases.

The fact that no-learning case is better than learning case, except under
a few special conditions, implies that learning does not always make agents
happy. In our experiments, the exception is in the limited condition that is in
the range of higher noise in the pool case. The agents with learning ability tend
to be extremely greedy; they tend to defect to get higher rewards. In the end,
they select Nash equilibrium in the traditional PD game. Learning is a useful
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Fig. 2. Average gain in the network case (p = 0.1)

ability, but learning without additional wisdom, such as a general social rule or
anticipation of the opponent’s action, makes agents non-cooperative.

Next, the focus is on the learning process. In addition to the reinforcement
parameters a and 7, we define an index “ACR (action change rate)* to inves-
tigate the effect of learning. ACR is the rate of the action difference in each
possible state between the strategy changed by learning and the initial strategy
decided by the gene.

Figs. 3 and 4 depict the case of pool and the small-world network of p = 0.1
respectively.

The ACR line is maintained at about 0.3 in both cases, as shown in Figs. 3
and 4. This implies that there are no stable strategies by nature. Learning always
plays a constant role to adapt to the environment.
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Fig. 3. Reinforcement learning parameters in the pool case
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Fig. 4. Reinforcement learning parameters in the network case

With regard to «,~y of the variable reinforcement parameters of agents, their
variations are shown in Figs. 3 and 4. « could be considered as the speed at
which the value function changes. v expresses the evaluation of the gain that
would be received in the future. In the pool case, o and  are approximately 0.4
when the range of noise rate is less than 0.01. At noise = 0.1, « increases and -~y
decreases suddenly.

On the other hand in the network case, until noise = 0.01, « is 0.2 and 7 is
about 0.7. Then, similar to the pool case, « increases and y decreases.

Comparing the two cases, the values of o and  are clearly different. These
data imply that, in the network case, agents evaluate the gain that would be
received in the future and they do not change their strategy rapidly; this is
because they tend to maintain their relationships with other agents and they can
expect that there is a high possibility that the opponent uses the same strategy.
On the other hand, in the pool case, the agents evaluate the gain received at
the moment, and they change their strategy rapidly because they face unknown
opponents in almost all games. It is noteworthy that the learning process differs
considerably depending on the spatial structure, regardless of the fact that each
ACR is almost identical.

The characteristics of the lines represent the behavior of the noise. At a lower
noise, the values are almost constant; however, « increases and v decreases at
the highest noise point. These results are explained by the same reason, that is,
uncertainty of the opponent’s strategy.

5 Conclusion

We studied the Prisoner’s Dilemma game on the spatial structure played by
agents who learn and evolve.

We proposed an agent model incorporating learning and evolution of strategy.
These experiments revealed that the spatial structure of the agents influences
cooperation and learning and evolution. In comparison with the learning case,
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agents in the no-learning case perform better, except under certain special condi-
tions against our intuition. There are no stable strategies by nature and learning
always plays a role in adaptation to the environment. The learning process is
quite different depending on the spatial structure regardless of the fact that each
ACR is almost identical.

For further study, the condition for effective learning is required to be clari-
fied. In addition, the dynamic network case has to be considered. The next step
is to bridge the gap between the pool and the network cases.

Although our study is still in a preliminary stage, it will contribute to the
agent or system design policy in the future.
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