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Abstract. We introduce a novel approach for automatically generating a virtual 

instructor from textual input only. Our fully implemented system first analyzes 

the rhetorical structure of the input text and then creates various question-

answer pairs using patterns. These patterns have been derived from correlations 

found between rhetorical structure of monologue texts and question-answer 

pairs in the corresponding dialogues. A selection of the candidate pairs is ver-

balized into a diverse collection of question-answer pairs. Finally the system 

compiles the collection of question-answer pairs into scripts for a virtual in-

structor. Our end-to-end system presents questions in pre-fixed order and the 

agent answers them. Our system was evaluated with a group of twenty-four 

subjects. The evaluation was conducted using three informed consent docu-

ments of clinical trials from the domain of colon cancer. Each of the documents 

was explained by a virtual instructor using 1) text, 2) text and agent monologue, 

and 3) text and agent performing question-answering. Results show that an 

agent explaining an informed consent document did not provide significantly 

better comprehension scores, but did score higher on satisfaction, compared to 

two control conditions. 
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1 Introduction and Motivation 

Systems for the automatic generation of dialogue scripts have been used primarily to 

allow teams of computer-animated dialogue agents to present information to an audi-

ence [1-3]. In contrast, we use automatically generated dialogue scripts to drive the 

conversation between a user and a single virtual agent. Our aim is to evaluate this 

mode of presentation (following up on [4], which evaluated the use of dialogue script 

generation for presentation by non-interactive teams of agents). 

We propose a system which is capable of creating virtual instruction from textual 

input only, extending previous work [1], into fully automated generation of agent 

animation scripts from text. In this section we will use text (as in Table 1) from in-

formed consent documents for clinical trials [23] to illustrate the system. First text is 

translated into rhetorical structure theory (RST) trees (as in Fig. 1), by annotating 

discourse relations using high-level discourse analysis. RST trees are then translated 

into question-answer pairs (as in Table 1), by matching patters on the relations and 

structure of RST trees. Answers are compiled into an animated virtual instructor, 

using animation scripts. Users are asked to read the question; click an ask-button; and 

watch the animation (See Fig. 2 for a screenshot of the virtual instructor answering a 

question). 

The paper is organized as follows. This Section continues with an introduction to 

the theory of text organization. In Section 2, we describe related work; Section 3 is 

dedicated to our system design, In Section 4 we discuss some design considerations, 

in Section 5 we describe our evaluation study. In Section 6 we discuss future work 

and Section 7 contains the conclusions. 

Theory of text organization. Text can be segmented into non-overlapping, semanti-

cally independent units (EDUs) [11]. Between EDUs rhetorical (discourse) relations 

describe how the more important part (nucleus) and less important part (satellite) 

relate (e.g. CONTRAST). Text organization can be represented using rhetorical struc-

ture theory (RST) trees (as in Fig. 1), leaves in RST trees represent EDUs, arrows in 

the RST tree point from satellite to nucleus, and arrows are labeled with a discourse 

relation. 

 
Fig. 1. RST tree, representing the rhetorical structure of text, leaves represent elementary dis-

course units (EDUs), arrows point from satellite to nucleus, and labels above arrows represents 

discourse relations. 



Table 1. Text from an informed consent document for clinical trials [23] and the corresponding 

question-answer pair generated by our system 

Text  Question 

If you think that you have been 

injured by being in this study, 

please let the investigator know 

right away. 

 What if I think that I have been injured by 

being in this study? 

 Answer 

 Please let the investigator know right away. 

 

Fig. 2. Screenshot of our virtual instructor answering a question. 

2 Related Work 

The system designed at university of Pennsylvania [5] is similar to our work in that 

both aim to generate questions from text, using rhetorical analysis. While they use 

semantic role labeling for analyzing the meaning of the text, our approach is based on 

support vector machine classifiers for analyzing the discourse structure of the text [6]. 

When considering question generation at paragraph level the discourse structure of 

the text becomes important [10]. 

The aim of the tutor in the project LISTEN is to improve reading comprehension of 

children [7]. Although both works aim at improving comprehension of the text, their 

approach is applying semantic role labeling [5] for generating questions instead of 

discourse analysis and dialogue generation. Further, their generated questions are 

used as a tool for classification of children self-questioning responses, whereas our 

generated question-answer pairs are used as input for the virtual instructor. 



Cloze question generation is based on syntactical analysis [8], and takes a similar 

approach as our work. Trees are constructed, patterns are matched and questions are 

generated. Different from our work, questions are generated by identifying definition 

phrases. A part of these phrases are replaced with answer-blanks. Users are asked to 

fill in the answer-blanks by choosing from the removed answer phrase and distractors. 

Whereas our system is aiming at automatically generating virtual instruction, cloze 

question generation is aiming at helping second and third grade students to learn new 

vocabulary. 

The twins Ada and Grace are two virtual characters guiding visitors at the museum 

of Science in Boston [9, 24]. While in our system users get questions presented, in 

their work visitors can ask the twins questions. Questions asked by visitors are 

mapped to nearest known questions from a knowledge base containing question-

answer pairs. Answers belonging to found questions are presented by the twins. Ques-

tion-answer pairs from this knowledge base are acquired by a question-answer gen-

erator called Question Transducer [10]. Question Transducer identifies factual ques-

tions from text by matching patters on the syntactical structure of sentences or para-

graphs in the text. Unlike the question-answer pairs of the Question Transducer, our 

question-answer pairs go beyond paragraph boundaries and can cover larger spans of 

text (up to the entire text). 

A prototype which aims at providing authors of medical texts feedback about their 

writing style links two systems G-DEE and Greta using XSLT transformations [25]. 

G-DEE is a document analysis tool capable of automatically detecting importance of 

recommendation in clinical guidelines uses shallow natural language processing tech-

niques. And Greta, an agent platform supporting detailed non-verbal expressions 

linked to a TTS. 

3 System Design 

Our system (illustrated by Fig. 3) generates RST trees from text using high-level dis-

course analysis. Based on this analysis, question-answer pairs are generated, by trans-

lating the RST tree into coherent dialogue. Question-answer pairs are then translated 

into an agent scripting language. In the final step, scripts are compiled into a run-time 

agent system (See Fig. 2 for a screenshot of our system). 

 

Fig. 3. Setup of the system which generates a virtual instructor based on text, fully automated. 

Data between each module is sequenced using XML-files. Besides some minor anno-

tation of the input text, the overall process is fully automated. Text is annotated for 



guidance of EDU segmentation during the high-level discourse analysis. Annotation 

of bulleted lists is manual; annotation of sentence- and paragraph-boundaries is 

scripted.  

High-level Discourse Analysis. RST trees are generated by the system using a high-

level discourse analyzer, called HILDA [6]. The discourse analyzer first segments text 

into EDUs. Then, (typically) binary discourse relations are identified between EDUs. 

HILDA is using three classifiers: 1) for EDU segmentation, 2) for discourse labeling 

and 3) for RST tree construction. HILDA first segments text into EDUs (illustrated by 

Fig. 4), and then constructs an RST tree (illustrated by Fig. 1). RST trees are con-

structed in an iterative process: in each step the two most likely adjacent RST sub-

trees or EDUs are merged into a new RST sub-tree and labeled with the most likely 

discourse relation (illustrated by Fig. 5). 

 

Fig. 4. HILDA segments text into EDUs 

 

Fig. 5. HILDA merges the most likely adjacent RST sub-trees or EDUs into a new RST sub-

tree with the most likely label. 

Coherent Dialogue Generation. For mapping from RST structure to a dialogue 

script we use the approach developed in the CODA project [12]. In CODA, a parallel 

corpus of annotated monologues and dialogues was constructed, where the dialogues 

express the same information as the aligned monologues. From this, a mapping was 

inferred from RST structures in monologue to the dialogue act sequences in dialogue. 

These mapping are used by the CODA system to map an RST tree (such as the one in 

Fig. 1) to a sequence of dialogue acts (as in Table 1). The input for the CODA system 

is a sequence of one-level RST trees. It maps this to alternative (ranked) sequences of 

dialogue acts, and verbalizes the top-ranked sequence. The final output is an XML 

representation of a dialogue act sequence (usually consisting mostly of question-

answer pairs).  

Embodied Conversational Agent. The user interface for explaining the document to 

users was based on an embodied conversational agent system developed for health 

counseling [13]. In this system, dialogue between a single agent and a user is scripted 



using a custom hierarchical transition network-based scripting language. Agent non-

verbal conversational behavior is generated using BEAT [14], and includes beat (ba-

ton) hand gestures and eyebrow raises for emphasis, gaze away behavior for signaling 

turn-taking, and posture shifts to mark topic boundaries, synchronized with synthe-

sized speech. User input is obtained via multiple choice selections of utterances.  The 

system automatically translates XML representation of question-answer pairs into the 

agent scripting language for compilation into the run-time system. 

4 Design considerations 

Question-answer pairs of our system go beyond paragraph boundaries and can cover 

larger spans of text (up to the entire text). HILDA generates a single RST tree for the 

entire text, CODA then maps at various depths discourse relations in this RST tree to 

a sequence of dialogue acts. If CODA maps a discourse relation at the root of an RST 

tree, then the question-answer pairs of these dialogue acts cross paragraph boundaries. 

A previously conducted case study indicated structural differences between RST 

trees generated by HILDA and RST trees used for deriving the rule-base of CODA 

[15]. Some tail EDUs of sentences were merged with the heads of adjacent sentences, 

causing misalignments in the RST tree. Some discourse relations in the rule-base of 

CODA were not identified by HILDA. Changes were made to the initial design and 

configuration of HILDA and CODA, in order to reduce these differences.  

Table 2. Question-answer pairs generated by HILDA 

Misaligned question-answer pair, based on the traditional implementation of HILDA 

Question  Answer 

What if I think that I have been 

injured by being in this study? 

 Please let the investigator know right 

away. If your part in this study takes 

place at Bohemia Medical Center. 

Aligned question answer-pairs, based on the proposed implementation of HILDA 

Questions  Answers 

What if I think that I have been 

injured by being in this study? 

 Please let the investigator know right 

away. 

   

What if my part in this study takes 

place at Bohemia Medical Center? 

 You can get treatment for the injury at 

Bohemia Medical Center. 

Effect of RST structure on questions-answer pairs. One of the classifiers of 

HILDA responsible for the structure of RST trees has been trained with features con-

sidering RST sub-trees with a maximum span of three EDUs [6]. Because some sen-

tences in text are segmented into more than three EDUs, we expect some of the struc-

tural differences identified [15], are caused by the span limitations of the classifier. 

Take for example an EDU continuing the text (of Table 1): “If your part in this study 

takes place at Bohemia Medical Center”, here HILDA has several options to construct 



an RST tree. Traditionally HILDA merges the last EDU of the first sentence with the 

first EDU of the second sentence (illustrated by Fig. 6). Alternatively HILDA could 

merge EDUs of the first sentence with EDUs of the second sentence (illustrated by 

Fig. 7). CODA generates different question-answer pairs based on the two RST trees 

(listed in Table 2), where the RST tree of the traditional version induces a misalign-

ment. In order to prevent such misalignment we propose a two phase discourse analy-

sis by first merging EDUs within sentences and afterwards merging RST sub-trees. 

Effect of discourse relations on patterns of CODA’s rule base. Not all discourse 

relations of CODA’s rule base can be identified by HILDA. In order to increase the 

number of rules which CODA can match on RST trees generated by HILDA, we cre-

ated new rules for CODA’s rule base. When all subclasses of a superclass were listed 

in the rule-base, the superclass was added as well. For example the rule Explain_Init-

Complex-InfoReq_Explain matches, among others, on Elaboration-Additional and 

Elaboration-Obj-Attribute. We extended this with Elaboration, which can be identi-

fied by HILDA. 

 

Fig. 6. Merging the last EDU of the first sentence with the first EDU of the second sentence 

 

Fig. 7. Merging EDUs of the first sentence with EDUs of the second sentence 



5 Evaluation 

We conducted an evaluation study to test the effectiveness of our agent-based ques-

tion-asking system at augmenting explanations of complex text documents. We hy-

pothesized that if a user conducts a question-asking dialogue with an agent about a 

text, in addition to reading the text, that they will be more cognitively engaged in the 

material, understand more about it, and be more satisfied with the experience, com-

pared to simply reading the text by itself.  

To test this hypothesis, we conducted a 3-arm, counterbalanced, within-subjects 

experimental study, comparing the question-asking agent (QA) to reading the text 

(TEXT) and, thirdly a control condition in which the agent read the text (READ), 

intended to control for exposure time with the agent and hearing the document con-

tents through multiple modalities (text and speech).  

The task domain for the experiment is the explanation of research informed con-

sent documents for colonoscopy clinical trials. This domain was selected because the 

documents contain a wide range of medical and legal terms, facts and concepts that 

provide a good test for an automated explanation system. Administration of informed 

consent for clinical trials is often completed without ensuring that participants under-

stand all the terms of the consent agreement, resulting in many potential research 

subjects signing consent forms that they do not understand [16-18]. In addition, there 

has been prior work demonstrating some success at having virtual agents explain 

clinical trial informed consent documents [19, 20]. Colonoscopy is an important area 

to address: colon cancer is the second leading cause of cancer-related deaths (60,000 

deaths each year in the US), and colon screenings have been proven to reduce colon 

cancer deaths up to 90%, yet compliance with medical recommendations for colonos-

copy and other screening is very low. We created three research informed consent 

documents for this study by taking descriptions of colonoscopy clinical trials [23], 

adding standard language about research informed consent (from [21] and other 

sources), and ensuring that the length and complexity was approximately the same 

across all three.  

Our primary hypotheses for the study are: 

H1: Users will understand more about documents in the QA condition compared to 

the TEXT and READ conditions. 

H2: Users will be most satisfied with the informed consent process in the QA con-

dition compared to the TEXT and READ conditions. 

Measures. Comprehension was assessed by a closed-book knowledge test, consisting 

of three YES/NO questions (e.g., “Will you be able to choose which of the four bowel 

preparation medications you will use?”), and three multiple choice questions (e.g., 

“What risk is associated with ingestion of iodinated oral contrast?”) for each docu-

ment. Satisfaction was assessed using several single-item, scale response self-report 

questions, based on the Brief Informed Consent Evaluation Protocol (BICEP) [17], 

including likelihood to sign the consent document, overall satisfaction with the con-

sent process, and perceived pressure to sign the consent document (Table 3). We also 



asked single-item scale response questions about satisfaction with the agent, desire to 

continue working with the agent, and the amount of information provided (from “too 

little” to “too much”). 

Table 3. Scale Self Report Measures Used 

Measure Question Anchor 1 Anchor 2 

Satisfaction with 

Agent 

How satisfied are you with the 

instructor? 

Not at all Very  

satisfied 

Desire to Continue 

with Agent 

How much would you like to 

continue working with the 

instructor? 

Not at all Very much 

Satisfaction with 

Experience 

How satisfied were you? Extremely 

unsatisfied 

Extremely 

satisfied 

Amount of Infor-

mation Provided 

How much information did 

you get? 

Too little Too much 

Pressure to Sign How much pressure did you 

feel? 

No pressure Extreme 

pressure 

Likely to Sign How likely would you have 

been to sign it? 

Extremely 

unlikely 

Extremely 

likely 

Participants. A convenience sample of twenty-four subjects, 29% female, aged 28-

36, participated in the study. Participants were mostly students (58%), well educated 

(all had some college), and had high levels of computer literacy (58% described 

themselves as being “experts”).  

Experimental Protocol. Verbal informed consent was obtained from study partici-

pants, after which they completed a brief demographic questionnaire and were ran-

domized into one of six study sequences defining the order of conditions. We ran-

domized the order in which the study conditions were experienced by each participant 

while holding the order of presentation of the three documents constant, to counter-

balance both order effects and the effects of any particular informed consent docu-

ment. Participants next completed three rounds of document explanation and filling 

out comprehension and satisfaction questionnaires. Finally, a semi-structured inter-

view was held with them about their experience and preferences among the three 

conditions, before they were paid and dismissed.  

The study was conducted on a standard desktop computer using a mouse and key-

board for input, and all questionnaires were administered via web forms on the same 

computer. The entire study was conducted within the Embodied Conversational Agent 

application interface described in Section 3.3. All agent utterances were accompanied 

by conversational nonverbal behavior generated using BEAT [22]. 

In the TEXT condition, the agent walked on the screen and said “Hi, I am Karen. I 

am going to explain an informed consent document to you for a clinical trial.” After 

the user clicked “OK, let’s get started!”, the first page of the document filled the 



screen, and the user was allowed to read it until they clicked a “I’m through reading 

this.” button, at which point the next page of the document was displayed. When the 

last page of the document had been read, a message was displayed on the screen in-

forming the participant that the session was over. 

The READ condition was identical to TEXT, except that after each page of the 

document was displayed, the agent re-appeared and read the page to the participant in 

an uninterruptable monologue. 

The QA condition was also identical to TEXT, except that after each page of the 

document was displayed, the agent re-appeared and engaged the user in a question-

and-answer dialogue, as generated by the system described in Section 3. Question-

and-answer pairs were delivered in sequence. For each, the question was displayed in 

text on the screen and the user could push an “Ask!” button, after which the agent re-

appeared and delivered the answer.  

Quantitative Results. We conducted repeated-measures ANOVAs for all self-report 

measures, knowledge test scores, and session duration, in SPSS. Table 1 shows de-

scriptive statistics for the outcome measures.  

Table 4. Study Results (mean and (SD)) 

 TEXT READ QA p 

Session Duration (seconds) 505 (251) 1081 (249) 1011 (247) <.001 

Comprehension 77% (21%) 69% (28%) 76% (22%) n.s. 

Satisfaction with Agent 3.83 (1.88) 3.96 (1.69) 4.35 (1.75) n.s. 

Desire to Continue with Agent 3.70 (1.82) 3.73 (1.83) 4.30 (1.94) n.s. 

Satisfaction with Experience 4.09 (1.47) 3.83 (1.83) 4.39 (1.92) n.s. 

Amount of Information Provided 4.35 (1.27) 3.38 (1.34) 3.96 (1.07) .07 

Pressure to Sign 2.35 (1.23) 2.52 (1.65) 2.22 (1.28) n.s. 

Likely to Sign 4.13 (1.58) 3.78 (1.70) 4.22 (1.81) n.s. 

There was a significant effect of condition on session duration, with TEXT taking 

significantly less time F(2,22)=31.7, p<.001. There was a trend for participants to rate 

the TEXT condition as providing too much information compared to either the READ 

or QA conditions, F(2,44)=2.80, p=.07. No other significant differences were found, 

although the various satisfaction measures were all trending with QA rated more 

highly than the other conditions. 

The only significant order effect found was that the Amount of Information Pro-

vided was rated as increasing session by session, F(2,42)=3.32, p<.05. This could be 

due to actual differences in the information content of the three documents, or effects 

of user fatigue. There were a few significant differences by gender, with females more 

satisfied with the agent compared to males. 

Qualitative Results. Semi-structured interviews with 23 participants were transcribed 

and coded for common themes. When asked for their overall impressions, several 



participants volunteered that they liked the concept of an agent explaining a docu-

ment: 

  “It’s easier to remember if presented as conversation.” 

 “The avatar helped me to concentrate.” 

 “A great way to remember.” 

Although several others felt uncomfortable with the system: 

 “I’m uncomfortable to be explained by an animated character/avatar. I would pre-

fer a human being.” 

 “I prefer to read instead of listening.” 

Many participants also volunteered that they liked the question-asking interaction: 

 “By asking questions, I am able to get info you need without unnecessary infor-

mation.” 

 “The questions did help.” 

 “Enjoyed question answering, although weird.” 

Many participants had suggestions for improving the question-asking interaction with 

the agent. One of the most common suggestions was to make it more interactive, by 

allowing users to select their questions from a menu: 

 “There is no additional values of having an animated character/avatar if there is not 

much interactivity with avatar, because the avatar was just reading/repeating the 

content which I read already and the questions were preset.” 

 “I want to decide my own rhythm.” 

Other suggestions included grouping the questions by relevance, and displaying or 

including a question when giving the answer, to provide better context.  

When asked which of the three explanation methods was most informative, 15 

(65%) expressed a clear preference for the QA condition, with an additional 2 indicat-

ing a tie between QA and READ: 

 “The [QA] conversation is easier to remember due to highlights.” 

 “It had interaction, which I liked.” 

 “Because she was answering questions instead of just reading.” 

 “[QA] had the best presentation, and [READ] had the best content.” 

When asked which of the three methods they would like to actually use for informed 

consent, 12 participants expressed a preference for QA, and an additional three said 

that either QA or another method would be alright.  

 “When I read it I may not know what is important. The questions highlight to me 

what is important.” 

 “I felt less pressure to understand the document.” 

 “I got a little bit lost with the questions, some I would not ask, therefore I lost 

track.” 

Discussion. We found generally positive acceptance of the question-asking system by 

participants. We did not find any support for H1, regarding improved document com-



prehension with QA compared to the control conditions. However, we did find partial 

support for H2, with a majority of participants interviewed stating that the QA condi-

tion was the most informative compared to the other presentation methods, and all 

quantitative satisfaction measures trending with QA as the most preferred (although 

the differences are not significant). This result mirrors results from a previous study in 

which an agent explaining an informed consent document did not provide significant-

ly better comprehension scores, but did score higher on satisfaction, compared to two 

control conditions [19].  

Lack of support for H1 could be attributed to several factors. Participants were 

mostly students, who are used to receive information from documents. Further, we 

presented all questions in pre-fixed order, which may have led to lower engagement. 

The lower comprehension results for the READ condition, when compared to the 

TEXT condition, could be attributed to the quality of the TTS or presentation style, 

e.g. while reading the text to our participants we did not provide any subtitles. 

6 Future work 

More specific relations. Not all discourse relations of CODA’s rule-base can be 

identified by HILDA, and not all discourse relations identified by HILDA exist in 

CODA’s rule-base. Therefor we are planning to study whether it is possible to im-

prove HILDA’s performance for specific domains, in particular for CODA’s domain. 

We are planning to study whether we could improve the output of the overall system, 

when HILDA has been trained to identify a subset of CODA’s discourse relations. 

Improved output could be measured in terms of more diverse question-answer pairs or 

increased quality of the question-answer pairs. 

Variable length of question-answer pairs. Question-answer pairs generated by our 

system vary in length, because CODA maps discourse relations at various depths in 

the RST tree. When discourse relations are matched at the root of RST trees, the gen-

erated question-answer pairs will be long. And when discourse relations are matched 

near the leaves of the RST tree, the generated question-answer pairs will be short. 

Besides, when RST trees are unbalanced, questions will differ in length from answers. 

A couple participants of our evaluation study noted the variable sizes of the question-

answer pairs and stated they preferred shorter answers. The preferable length of the 

question and answer may depend on the application of the system. Therefore, we are 

planning to study whether it is possible to guide the RST tree construction of HILDA, 

as well as the pattern matching of CODA in order to generate questions and answers 

of specific length. 

Improved comprehension and satisfaction. There are several aspects we can ex-

plore to improve comprehension and satisfaction of our users. In a future evaluation 

study, we could investigate different presentation styles. We could allow users to 

select questions of their interest and let them intervene during the answering. We 



could also present the question-answer pairs as a dialogue between two agents. Final-

ly, we could use a different TTS and presentation style of answering questions. We 

could highlight important aspects of the document while answering a question or add 

subtitles when the instructor is answering a question. 

7 Conclusions 

We introduced a novel approach for automatically generating a virtual instructor from 

textual input only. We described the system design, consisting of high-level discourse 

analysis, coherent dialogue generation and embodied conversational agent scripting. 

Furthermore, we discussed some design considerations in order to reduce structural 

differences found in a previous case study.  Finally we conducted an evaluation study 

to test the effectiveness of our agent-based question-asking system at augmenting 

explanations of complex text documents. Results show that an agent explaining an 

informed consent document did not provide significantly better comprehension 

scores, but did score higher on satisfaction, compared to two control conditions. 
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