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BREEELSTAOAIIBEHEEDRY] GMSK (Gaussian Minimum Shift Keying)
[m] ?499)L1t0)ﬂﬁ51§/§$7§3ﬁ K. Hirade and K. Murota "A study of

21 modulation for digital mobile telephony",
Et 29th IEEE Vehicular. Tech. Conf,, 1979

= = = - K. Murota and K. Hirade “GMSK Modulation
gﬁfm' %Eﬁ%1t' BRYETLE, *‘Eﬁ t for Digital Mobile Radio Telephony”, IEEE Trans.
F[ZSCPS(Single-Channel-Per-Carrier) Commun, vol. COM-29, no.7, pp.1044-1050,
B AIEREETCOMALE X TIEL V=AY, .

F o 78 A BREG A0 KRN July. 1981

BEH, RAKE: GMSKOBYEE#EEELD
EX28IEREORE EFEBEFRER
FARBRLHE, €579-191 (1979.12)

M. Ishizuka and K. Hirade "Optimum Gaussian
filter and deviated-frequency- locking scheme
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'iﬁﬁﬁ$ﬁﬁ x for coherent detection of MSK", IEEE Trans.
{..) 1, Commun., Vol. COM-28, pp.850-857 (1980.6)
M. Ishizuka and Y. Yasuda: Improved Coherent
. A err B e Detection of GMSK, IEEE Trans. Commun.,
[0 GMSK(Gaussian Minimum Shift Vol.COM-32, No.3, pp.308-311 (1984.3)
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RREERMHATRA Previous Year going to Purdue

I saw MYCIN demonstration by E. Shortliffe

at IJCAI-1979 in Tokyo
Stanford Computer
(DEC-10/20)

960/1200bps
via Acoustic Coupler

.&: o
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RETFHSEE BARIMSE, (REWELE)
WIFSNTOEO THIROBI M. AT,
0 LOREEOBIRRD B
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Employed by a NSF Project on

Purdue Univ. (1980.5-1981.10) Damage Assessment

K. S. Fu (1930-1985): syntactic
pattern recognition

James T. P. Yao (1932-2009): damage
assessment, and applications of
fuzzy set in civil eng.

TaR—=PLTERE— LV BBFETHIESNTOES, TR T Ik,
P ALIZHE F-9 5728, Rule-based System TR A9,

Yao e Dfuzzyb B IEL 7 U,

THENEFTE. ... Hlvard....
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SPERIL:
BEYHEEEEDIFR/IN—FRTLA

* by M. Ishizuka, James T.P. Yao, and K.S. Fu
at Purdue Univ. (1980-81)
— - i

—_—T e —

J.T.PYao’s Book, 1985

@ THEUnIviRsITY OF Tokyo 'EEE Spectrum, Aug. 1983 13

SPERIL’'s Program
appeared in the appendix of Yao’s Book

AppendixB SPERIL- "™ —

 THE UNIVERSITY OF TOKYO pp.73-118 "

AREEM (uncertainty) DFRIR & H#HH

0 MYCINOCF (certainty factor)
ABDOEBRUREEEZRSIDITAAARERE I T LB L THLEL

0 EH IR 1 XL (Subjective Bayesian Method)
SRI: PROSPECTORT{EH 1%

1 Dempster-ShaferfE SR B3R
EHMELEANTBHAIGELEREEELLTRS.

—tm— L7 o JRPETICN

B Py n
(R -rDruzzyR |\ SUJITATR)

T2 /3 (Probabilistic Logic, by N. Nilsson)
MEBLEESTRELGERELODOEA. . RIED

RASFT 9T —24 (Bayesian Network, by J. Pearl) | F&4#
FURT—ORDORBTHMBLE(EE

0O BDREE: FuzzySE S, FuzzyiEih
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Dempster-Shafer DHERE R

BETEDHDIARED ANYE
#ANMLRT l04&kisLLY

Bayes FEFRIERIC & BARER Dempster-Shafer i

REANEERICBHTS
0.6 BAREE (FEEHE)
0.4
0.6
% 5

&2 (Probability mass freely
movable in a set)
BB FENOE

% E
Max 1.0 0.6
Min 0.4 0

| BB L322 0%A Dy EE~ DR

A.P. Dempster|=&51968DMX, G. Shafer®1976M BL{AMBE

A. P. Dempster (Harvard Univ.) [£1977I= EM Z L)X LHERLLTIVS.
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BRICRSEFESHK IV E1—2hMaEST-

[JAI Tools (Rule-based System, Frame System)
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SPERIL®) H A KR (&R M:EM0 5 LD 2 FRF)
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ALTO at Xerox PARC, Sept. 1978

UV U1 T D T
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Google’s First Server

2010.7
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KeyGraph
FrUoARR
(by Xi%)

Cost-based Hypothetical Reasoning
(or Abduction) - [1]
Background
Knowledge |'G (21 Find h with the
X minimal weight sum,
(including constraints) satisfying
\ ) hc H
subset h consistent XU htG
XU h is consistent
Element Hypotheses
with Weights
H
_ THE UNIVERSITY OF TOKYO 2

An Example of Simple

Hypothetical Reasoning Problem

HREM BB watrx) T

gero Ty

e e e
[ewmmo—v (Demas v

_ THE UNIVERSITY OF TOKYO

Cost-based Hypothetical Reasoning
(or Abduction) -- [2]

Sound theoretical (logical) basis
(inverse problem of deduction)

Useful for many practical problems,

such as, diagnosis, design, planning, etc.

But:

Problem of low inference speed

(nonmonotonic reasoning and NP-hard problem in general)

_ THE UNIVERSITY OF TOKYO 2
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Our Fast Inference Mechanisms for
Hypothetical Reasoning [1]

{ATMS}

Inference-path Network method

R/ RARYFT—0%; )
based on Dowling &Gallier’s linear-time algorithm for
propositional Horn logic. (F—Ligms 9559 5GLORELT v THA)
Efficient method for Predicate-logic Hypothetical

Reasoning employing a Deductive Database mechanism.
(REDBF:DIRMA)

Fast Inference using Analogical Reasoning (&#(=&3&#1t)

Speedup by Experience-based Learning (EBL)
Partial Knowledge-base Compilation a~—z#aaz/81)
-- computing prime implicates (EIg)
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Inference-path Network method
(R AR R YT —E)

1. MR/ SRER Tz —X
Dowling-Gallierdf§tJE 7 LY
PN Y17
FYNT—=I DAL A
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Inference Speed attained by
the Inference-path Network method

K my

3

But, still exponential time

Ieference Time [Sec, on Sund|

s

o o
o [0

Number of Hype
Fig. CPU time v.s. number of b <

scs
in falt diagnosis for a full sdder circuit.
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Top-down or Bottom-up ?

My choice:
Goal-directed Bottom-up
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Local Searches and
the Use of Mathematical Programming

Successful Local Searches for Propositional-level Reasoning
GSAT (by Selman & Kautz)
Gu’s method using non-linear programming

These methods find a single solution, and cannot be used to find an optimal solution
since random restart strategies are employed to escape from local optima.

Use of Mathematical Programming Techniques
J.N.Hooker(1988) for general logical inference, particularly for Horn-clause logic.
E.Santos,Jr.(1994, 96) for cost-based abduction (but with no inconsistency)

Pivot-and-Complement method (Balas & Martin, 1980) for 1-0 integer
programming ---- simplex method for finding an initial search point and a
sophisticated local search (involving lots of heuristics).

_ THE UNIVERSITY OF TOKYO 29

Our Fast Inference Mechanisms for
Hypothetical Reasoning [2]

Computing a near optimal solution using linear and
non-linear programming in polynomial-time for
cost-based hypothetical reasoning, [Propositional Case]

A method employing an approximate solution method
of 1-0 Integer Programming (0-183GHERDMEIAREOMER)
(Simplex method and Pivot-and-Complement methods,
Bk RHUREE) )

Networked Bubble Propagation (NBP) method
(RRT—2 T NAGHEE) - fastbut complex = KeyGraph(Ki#)

SL (Side-down Lift-up) method
-- employing both linear and non-linear programming

Cooperation of Two Basic Transformations

_ THE UNIVERSITY OF TOKYO 30
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Transformation into Linear Programming
(a set of linear inequalities)

[ Associate true/false states of logical variables with
1/0 of the corresponding numerical variables.

Ex1) q< plAp2.
mm) q=pl, q=p2, pl+p2—Il=q
Ex2) q« plVp2. (combination of q«—pl. and qe—p2.)
=) pl=q, p2=q, q=pl+p2
[ Define the cost of the solution as

Transformation into Unconstraint
Non-linear Programming (Gu’s method)

Associate truth/false of logical variable with 1/-1 of the
corresponding numerical variable.
Replace logical atom x and —7x by (x-1)? and (x+1)?, respectively.

Replace A and V by +and X, respectively, assuming that all the
clauses are connected with conjunction.
EXx) leg.,, gea,b.c.
Completion ( g © a,b,c.) ; Construction of a non-linear function
f=(1- g7+ (g-1)*(at1)? (b+1)*(ct+1)?
+ (g (@ 12+ (gH)? (b-12+ (gt (e mm) 0

cost = wihl +w=h2+ ......... |:> min. Problem: the magnitude of each product term varies to a large
extend. This causes an undesirable effect.
¥ THE UNIVERSITY OF TOKYO 1 ¥ THE UNIVERSITY OF TOKYO 2
SL Method: New Transformation .
Solution

into Non-linear Functions

Gu’s transformation
f=(1- gR + (g-1)2 (a+1)2 (b+1)2 (c+1)2
+(g+1)? (a-1)2+ (g+1)? (b-1)2 + (g+1)? (c-1)?

New transformation (true / false & 0.5/ -0.5)
£=(0.5- g2+ (g- 0.5)2 (a+ 0.5)2 (b+ 0.5) (c+ 0.5)
+(g+0.5)2(a- 0.5)2+ (g+ 0.5)2 (b- 0.5)2+ (g+1)2 (c- 0.5)2

All product terms stay almost less than or equal to 1.0.

_ THE UNIVERSITY OF TOKYO 33

If =0, then the system finds a solution hypothesis set
which can prove a given goal.

This is not necessarily an optimal one in general.

However, as the local search starts from the optimal
solution in continuous-value space, it reaches a (near)
optimal solution.

_ THE UNIVERSITY OF TOKYO 34

Variable Fixing
for escaping from local optima

Goal-directed correction of the inconsistent combinations of
variable (node) states by
fixing targeted variables to 0.5 (true) or -0.5 (false).
Ex.) A parent node whose all AND-related child nodes are true state is
fixed to 0.5 (true).

[ Consider the fixed nodes to be constants so as to avoid going
into the same local optima again.

[ Unlike probabilistic schemes used in simulated annealing (SA),
this gives a systematic escaping scheme.

_ THE UNIVERSITY OF TOKYO 35

SL Method: A Behavior of Search (example 1)

_ THE UNIVERSITY OF TOKYO 36




2013/3/10

A Behavior of Search (example 2 (1/2)) A Behavior of Search (example 2 (2/2))

. Our Fast Inference Mechanisms for
Inference Time of SL Method Hypothetical Reasoning [3: Predicate-Logic Case]
inferff\ge time (s) - 1 Time < N 1.85’

A where N is the
5 o/ number of nodes. [ Knowledge Reformation of Predicate Rules ]
.4 T
T 0 Soluion cost obianed [ mdiaemene,
-2 is almost the same as
.10
[ The failure of the I I
.05 search is one case out [ NBP method ] [ SL method ]
~g§ 4 of 110 test problems
750 100 200 300 generated randomly.

¥ THE UNIVERSITY OF TOKYO 39 : 4
Efficiency Improvement of Total Inference Time ; oo L = [ok o'
with Knowledge reformation fAr#Binary ZRERR & Y EMIEZHRR
i icate-Logi DELEZH

Double-Loop Example O BRB R PHOEE P 7RG R TR D H ARITE
= —L— without reformation P — 25‘
% TR emden O3 FLos RO ESRB NI K% 18T DR
t A WERNTES (HBICEBH )
B
‘3: AT
’ vl gt O A R IR PR A I 372 B,
e O P RAZ B U A D R 2 SRR BT
& ERVBOESID. (IS HOTE
0 10 pisy) 300

No. of element hypotheses
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BRODRER

A HERRIC BIL FEBRL D AL 7228, IR
BHFLS TR,

ZDHH
VP LDIMRHHES (Hypothetical Reasoning) JDIERRE LA
BTZTED-oT=. (AbductionThdH D05, XBILTHWE. )

WIEDDE5TIZCSP, SATIZH HH THBDIT, CSPRSATOFERL
HRTRERDPoT, (FELATE DA LHD)

KBTS T WO -5y TlripoTzZebdh .
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24} R5E 457 (BDD and ZBDD)E{ES i FAH R HIC
FH - (EBEREHLN T ?)

Vol 37 No. 11 ANEATRETL Nov. 1996

ZHRES S 7OEMAIC L S=EERODEGIN

E ok ® A % o8 & m
HOW W AN L

[EEma A

4
MR R
4
(LI GUUERES el LU
4
BEM-T it 388

[
AEHEO B2 T L EMAOMEOER | I’
M \ \
WERAEREDEOHD (WaE) REmi - 1 f— —_
i i ]
[EAT < wAEROET] ] ST

<
B8 AR AFLTOVIN Ol NS
Fig 8 A display of the pratotype system: TOVIN.

Ms  SEEAMLAF L TOVIN ORSORA ——r
Fig.5 Prooessing flow of the understandisg system for
theee orihographic views: TOVIN.

Efg/RIVFE—XILBREOE R 1988~

HEWHTR MRS DT —= T, AlZIEDT==0M i
LT,

WG T, rlnka—<r AL R T 2—R/ AV &
F2av BHBHZ A TEE, ATLBIRT 5.

BHE La—< AV ZT 2= A R—b AT LA RR R JEE
(1988-1990) ThhsRL 7=.

RIS EDBET T3 MEA L 27 =—REL TESDA
mHZ5E -7k,

FHELEZTE.

B _E S EITIE WG LB N—R 2 LB I TR E N TN T,
oy NI T T+ 5T o Tz, Transputer (INMOS Inc.)
P3N F LB 1257257,
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ERRNI—VrUMI&BTILFE—F AT AT (1989,
WebA/ U TUDTU R (1995
EMPT -V M KB TILFE—HIATAT

VSA 3D-VRML, 7144, Ea—T /(K- /1\—J3>, Seconb

B|AET—Sxoh\ RBIREFE MPML, Web,

1 BWeb &8 FDALTFYDTVA
(WebZEAE 5 DB B9, Bl i,
AMET S, webh
ATRERES2—IL, EvoREWeb DEH,
FERIG
[ 1oz
\ TE2LmE. \
rq4=>
¥HAE1—5 £—0— R, B,
TN-VIT *I5E/ R, CDLIC&Z bk E
;"495 SRR & BRI (Rt Web i 5)
_ av
AFAT S Web IUTATARIBRD
miEFA

 THE UNIVERSITY OF TORYO

Apple’s Knowledge Navigator (in 1987)

 THE UNIVERSITY OF TORYO 47

Progress in Human Interfaces

Towards more natural and more intuitive
styles of interaction.

e
(B3 B
1758 &
L7 es) k[ "V
0.1MIPS 1MIPS 10MIPS 100MIPS 1000MIPS

computational power

 THE UNIVERSITY OF TORYO
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Multimodatities (Non-verbal factors) )
in Human Communication VSA (Visual Software Agent) -- Early Stage

(by Albert Mehrabian)
Information trasnferred in daily human
communication

from 1989

via Language (flat sentence) 7%
via Speech with tone and intonation 38%
via Facial expression and Gesture 55%

ey j

i
@ a

2ELEROEE S T 8
=) EAGEIR ‘
o) BREORLE. MRICESERE

 THE UNIVERSITY OF TOKYO a9  THE UNIVERSITY OF TOKYO

Realistic Texture-mapped Moving Face Our “Software Agent” papers in 1991

W. Wongwarawipat, C.W. Lee, O. Hasegawa, H. Dohi, and M. Ishizuka:
Visual Software Agent Built on Transputer Network with
Visual Interface,

Transputing'91 (Proc. Int'l Conf. on Transputing), Sunnyvale,
California, pp.813-827 (1991.4)

M. Ishizuka, O. Hasegawa, W. Wongwarawipat, C.W. Lee, and H. Dohi:
Visual Software Agent (VSA) built on Transputer Network
with Visual Interface (TN-VIT),

Proc. Computer World'91, Osaka, pp.36-46 (1991.9)

_ THE UNIVERSITY OF TOKYO _ THE UNIVERSITY OF TOKYO

TN-VIT f_o_r Real-time Image

Recognition and Synthesis

;S AE 1—4T1-805 48& i 51l
HED32E Y HFIERT—2/ R

I2&Y, REFHBEREMR, FHR
BEHR RO W E IHE AT RE

VIT Board

VIT

ISMIZLMA LAD

VIT Configuration for Real-time Image Recognition & Synthesis

J
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Finger Gesture Recognition and
Interaction

C THEUNIVERSITY OF TOKYO 55

Real-time Moving Texture Mapped Images

C THEUNIVERSITY OF TOKYO

g THE UNIVERSITY OF TOKYO 57

VSA connected with Mosaic (1995)

g THE UNIVERSITY OF TOKYO

VSA connected with Netscape

Visual Software Agent
with rocking realistic face
arned speech dialog funciion,

Netscape Navigator
window
Anchor list

new page is opened
<index_nwmber, anchor_string, URL>

g THE UNIVERSITY OF TOKYO

Sub Agents

Stock price |
Weather || server ‘J (News topics
server | | l\__ server

Sub Agent

Interface
Voice % Manager

HTML

g THE UNIVERSITY OF TOKYO

Autonomously
gathers
relevant special
topics, and
updates the
local database.

The VSA replies
user’s requests
promptly in
voice.

10
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Before Web, After Web

1989: World Wide Web by Tim Berners-Lee
1992: Mosaic by Marc Andreessen
1993: Mosaic Commun. (=>Netscape) with Jim Clark

1994: We started Web-related Researches.

1995: Yahoo! by Jerry Yang and David Filo
1998: Google by Larry Page and Sergey Brin
2004: YouTube by Chad Herly and Steven Chen
2004: Facebook by Mark Zuckerberg

2005: Web 2.0 (Tim O’Reilly)

 THE UNIVERSITY OF TOKYO 61
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Progress in Lifelike Embodied Agents

[ Research Activities from approx. 1990 at q...

— DFKI, USC/ISI, CMU, NCSU, Stanford,
MIT, Umv of Rome, Curtm UIllV of Tech

Microsoft, etc., -
— and Univ. of Tokyo
have been showing the feasibility and

positive effect as new multimodal media
and new educational media. %

Necessary media components are
becoming available.

Some Cognitive Backgrounds

The Media Equation
by B. Reeves, C. Nass

Media = Real Life

Non-verbal Communication
by Albert Mehrabian
via Language (flat sentence) 7%
via Speech with tone and intonation 38%
via Facial expression and Gesture 55%

[ The Persona Effect

The presence of a lifelike character even
one that is not expressive - can have a
strong positive effect on student’s
perception of their learning experience.
Dimensions:

motivation, entertainment,
helpfulness,

_ THE UNIVERSITY OF TOKYO

_ THE UNIVERSITY OF TOKYO

Many Component Technologies
are necessary to build a system
B — (o) Dt ]7 - "
- . T —— of user's 7
0T —{ e | -{J‘:‘”“‘J :‘m::m } ol

=

o =l R ]

management | authoring
& synthesis L c&_l_:r_
(T of affective
s | _ info, ?M""lhoﬂ]- | mltimodal |
I [ Lresponse )~ | ] )
] |, [(character seirmation ]_ {.,wu.m of expression | | :::«-.TM.
_n |,.agm.m & mm...m.ml ekt
= donin &
lip Jt other | ;med“.
| metion syne. | arificinl

@P - "peeehqﬂlﬂkiii " ]l text synthesis |.. B

)

2000-2004 KRR MR IO

KEFR LG TEMTEDT, WAWAWIZET 3
TR DT, (h 27Tk 5 Hifi 2 hr
LiznERBotz,

I

B

CTNFE—RANAVTUVDRREE

B 2 —< A VAT 2 —ABKE
BRF—<FEokDT, F@%ﬁ% (Y3
#®ed5s.
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MPML concept

(Multimodal Presentation Markup Language)

Multimodal Presentation
Anytime, Anyplace through the
network (even to mobile).

Allows Anyone (ordinary
people) to write
effective/attractive Multimodal
Presentation Contents easily.

Serves as an extensible center
integrating many advanced
functional modules.

_ THE UNIVERSITY OF TOKYO
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MPML as a Markup Language
conformed to XML

SGML

VBScript
JavaScript

¢ SMIL: Synchronized Multimedia Integration Language
 THE UNIVERSITY OF TOKYO

A simple example of MPML script

<mpm'>
<head>
<spot i potl" location="200,260" />
<agent id="simasan" system=“MSAgent" character="simasan"
voice="LH" agreeableness="50" activity="50" spot="spot1" />
</head>

<body>
<seq>
<scene agents="simasan">

<page ref="page0.htm[">
<play agent="simasan" act="greet" />
<speak agent="simasan">
< assign="simasan:happy+* />
Hello! My name is Sima. Welcome to our Web.
</speak>
</page> </scene> </seq>
</body>
</mpml>

 THE LNV

History of MPML

1998 MPML | IMPML e i
_—|Ver. 2.0e Ver. 3.0 | visual editor
MPML motion base
Ver. 1.0 onocC mose NUMPML. oo
. . F]ash Server—Client Model
ANV
Ver. 2.0a MPML- MPML3D

3D Agent .
in VRML in Second

VR !
Life
MPML— for Mobile
DWML Mobile  |phones
Dynamic Objects as well as MPML-  |humanoid
dynamic characters, XSL

HR Robots

Multiple Agents
XSLil i

_ THE UNIVERSITY OF TOKYO

MPML Play -- several ways

Converter 1
MPML Editor (ViewMpml) MSs-Agent

MPML 7 XSL-based
version X Converter
(Plug-in to IE)

Converter2 | 3D Agents

in VRML
SmAart Agent
Converter 3
kY
3 Converter for | Charas
DWML Mobile Phones | for Mobile

for Dynamic Web
Contents

_ THE UNIVERSITY OF TOKYO —

MPML 2.0

featuring Full Presentation
with Emotional Expressions

o

T )

17>
MPML Version 2.0e

The mabn extensian in Version 2.0
Emotion express function
Haw does lifelike agent express emation?

. action

. volume

- piteh

- emphasis

What's MPML stand for? 1

L U —

MPML3.0

Graphical Editor |:>

with SmArt Agents
_ THE UNIVERSITY OF TOKYO
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SmArt Agent

¥ THE UNIVERSITY OF [OKYO

SmArt Agent’s Faces
with Emotion Expressions

Demo: SmArt Agent

& THE UNIVERSITY OF TOKYO

& THE UNIVERSITY OF TOKYO

MPML-VR -- presentation in 3D VRML Space

3D Agents in VRML space -- Andy and Aya

' | - e n
8 B & ]
o e e | ] ] | ] ] ] " “
']

& THE UNIVERSITY OF TOKYO
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Demo: Award Winner of GALA 2006

@ THE UNIVERSITY OF TOKYO 7

DWML: bynamic Web Markup Language

Animation control not only for character agents,
but also for all objects.

i
i

@ THE UNIVERSITY OF TOKYO

MPML-Mobile version

<?xml version="1.0" encoding="shift_jis"?>
<?xml:stylesheet type="text/xsl" href="mpml.xsl"?>
<mpml>
<head>
<title> Hello World! </title>
<agent char=“rockey" id="rockey’
</head>
<body>

<par>

<play id="rockey" act="Nod"/>
<speak id="rockey"> Hello World!
You're ready to proceed </speak>
</par>
</body>
</mpml>

@ THE UMIVERSITY OF [OKYO

MPML-Mobile for KDDI-au’s EZ-web

@ THE UMIVERSITY OF TOKYO

MPML-HR (humanoid robot) version

Pleass select from following numbers,
Top page
Abstract
System

Action

Futurs Sabjects

o =

MPML-HR for Honda’s ASIMO

@ THE UMIVERSITY OF TOKYO
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Demo: MPML-HR

e

=) we—

|
-
|

 THE UNIVERSITY OF TOKYO

Our edited Book published from
Springer in 2004

Life-like
Characters

i
_i
:

8 THE UNIVERSITY OF TOKYO 86

LR SFERELCORTDTFAF LM

O HTML® & S I F F)A8 < i > TH S ONEE TEHELA
RYEBOTEH.  (FEHRRBILIZZORIARTTS)

0O D0
— L — AR L0 vis.
TuoyY) -2 b x5 HEEL L
T 2FY 77453 M)

1 20054 & B HLIZ BML(Behavior Markup Language)
BHEDBEADH DA, BT LG > TR,

9 THE UniversiTy o Tokyo

Toward Less Scripting Load

[ Gesture Generation from Speech Text
(RETXAMSOVIRAFYER)

[ Connection to a Chatbot
(BLeRYORYEDRE)

[ Content Creation from Web
(WebM DT YHERL)

O Dialogue Generation from Text (T2D)
(B/A—J TR BOMEELER)

O Affect Sensing from Text
(THRDEOEERT)

8 THE UNIVERSITY OF TOKYO 88

Enhancement of Conversational

Flexibility through Chatbot technology
* ALICE Chatbot
(by Richard Wallace, Winner of the 2000&2001 Loebner prizes)
e AIML (Artificial Intelligence Markup Language)

User Input
Multiple Choice Answers

 Speech Recognition

H AIML
* Free Text Input Reasoning
. Dialog
Agent Output Engine
Engine

Text-to-Speech Engine ‘
* Pre-recorded voices

Server Component,

2 4 e UNGHERT Gempenent

Auto Presentation : An Automatic Content
Creation with Web Intelligence Functions

Understand the
presentation topic
from input query.
Search the topic in
Wikipedia, or
Search by Google,
Yahoo and AltaVista.
Text segment
summarization
(extraction) , and
associate with
relevant outline.
Generation of a
scene-based MPML

script with affective
support.

The topic is “Big Bang” here.

9 THE UniversiTy o Tokyo

15
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Gesture Generation from Speech Text T2D: Monologue Text to Dialogue PE«ZﬂE

Discourse analysis

_—

We developed an original Discourse Analyzer in the framework of
RST (Rhetorical Structure Theory: Mann & Thompson, 1988)

RST classifies discourse units into Nucleus and Satellite connected
with predefined discourse relations.

8 THE UNIVERSITY OF TOKYO

9 8 THE UNIVERSITY OF TOKYO

An Example of RST Discourse Analysis How to Generate Dialogue

“Do not take Klaricid tablets if you are allergic to clar or other lic as

erythromycin or azithromycin.

If you have any liver or kidney problems consult your doctor before taking these tablets.
laricid does not interact with oral ives.”

An example

MEANS

SEQUENCE To eat Japanese food use chopsticks
A
> How should I eat Japanese food?
ELABORATION ‘
You could use chopsticks.
CONDITION J
Klaricid does not
CONDITION interact with oral
Do not take  you are allergic to contraceptives
Klaricid tablets  clarithromycin or
other  macrolide —
antibiotics  such consult your ~ you have any
25 erythromycin doctor liver or kidney
or azithromycin before taking problem

these tablets

8 THE UNIVERSITY OF TOKYO

53 8 THE UNIVERSITY OF TOKYO

Demo: 2D Textual Affect Sensing

Textual Sentiment Analysis
— Positive / Negative (or Neutral)

— Popular in opinion mining

Textual Affect Sensing <:|

— more detailed affective or emotional states appearing in text,

such as happy, sad, anger, fear, disgust, surprise and much
more.

8 THE UNIVERSITY OF TOKYO s 8 THE UNIVERSITY OF TOKYO
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Several Emotion (or Affect) Models

Six Basic Emotions (by Ekman)
— happy, sad, surprise, anger, fear, disgust

Two-dimensional Emotion Model

(Lang’s model or Russell’s model)
— Valence (positive or negative dimension of

feeling)

— Arousal (intensity of emotional response)

OCC (Ortony, Clore & Collins) Emotion

Model
(Cognitive Appraisal Structure Model)

— 22 emotions :

 THE UNIVERSITY OF TOKYO

Arqusal

T

Valence

most comprehensive

Our Two Approaches

1. A Textual Affect Analysis Model based on

Linguistic Compositionality Principle
COLING 2010 Best Paper Award Finalist

— With an Extended Affective Lexicon: SentiFul

2. Textual OCC Emotion Analysis through
Cognitive Variables

— The First and Only One Challenge to OCC Emotion
Sensing in Text

 THE UNIVERSITY OF TOKYO

Methods of Textual Affect Sensing and our contribution

Method

Strengths

Keyword spotting

Simple and fast

Restricted to lexicon of sentiment-bearing words
Disregards syntactic and semantic information

technique
Inaccurate
) ) ) Relies on manually created network of concepts
Commonsense | Considers contextual information s a " | |
" trong dependency on well grammatical
approach Relies on real-world knowledge 5 cep Y 8 v

structured sentences

Machine learning
method

(Efficient to classify Neg/Pos, Subjective/
Objective opinion)

Fast and suitable for large scale data

Better for domain specific classification

Requires large annotated corpora

Difficult to formulate the diverse set of features
Mostly disregards modifiers, negation and
condition constructions, syntactic relations and
semantic dependencies in sentences

Semantically weak
Less accurate for sentence-level analysis

Works well on sentence and document levels

Rule-based Considers contextual information
approach Easy to improve the rules and extend the
lexicon
- plus plus

compositionality
principle and
the semantics of
terms

Fine-grained classification of attitude
Determines strength of attitude

Relies on the extensive set of modifiers,
valence shifters, and rules elaborated for
semantically distinct verb classes

Robust in handling complex cases

~

Relies on manually annotated lexicon
Always rules have exceptions

Slow performance with large documents
Strong dependency on well grammatically
structured sentences

Main contributions

Other methods have been weak in linguistic
analysis so far, and most probably misclassify

| spent the whole day eating junk food without feeling guilty.
[negative => neutral]

My whole enthusiasm and excitement disappear like a bubble
touching a hot needle. [ => negative]
She never lost her animosity for my brother. [ => negative]
They discontinued helping children. [ => negative]

It should have been the greatest trip of my entire life, but it was a
total nightmare. [ /negative? => negative]

Audible chewing is rather disgusting, especially if you are also
trying to enjoy food. . [negative/, ? => negative] 100

Affects and Enriched Affective Lexicon

9 Fine-grained Affects (Izard 1971) :
‘anger’ ‘disgust’ ‘fear’ ‘guilt’ ‘interest’ ‘joy’
‘sadness’ ‘shame’ ‘surprise’

=2

WordNet-Affect contains in total SentiFul

2438 direct and indirect Core of SentiFul 2438

emotion-related entries: (WordNet-Affect)

918 adjectives (e.g., ‘euphoric’, ‘hostile’) Synonymy 4190

243 adverbs (e.g., ‘luckily’, ‘miserably’)

900 nouns (e.g., ‘fright’, ‘mercy’) Antonymy 288 .

377 verbs (e.g., ‘reward’, ‘blame’) Hyponymy 1085 extension
Derivation (Affixes) | 4029
Compounding 853

¥ THE UNIVERSITY OF TOKYO SentiFul TOTAL 12883 101

Examples of Intensity Levels

00 01 02 03 04 05 06 07 08 09 10
State/Intensity : : : : : : : : : : :

Anger neutral —> annoyed —* irritated —> indignant —> angry —> enraged
Disgust neutral———— dislike disgust hate
Fear neutral > apprehensive afraid terrified
Guilt neutral—— regret ——— fault ———— guilt —— compunction— self-reproach
Interest neutralk—> i ing — desirous
Joy neutral—> cheerful— glad — happy — " joyful — > elated
Sadness neutral—>  wistful = doleful — unhappy — > sad —* depressed
Shame itrat i — sh: disgrace — dishonour
Surprise  neutral— unexpectedness—> wonder — astonishment — surprise —> amazement
_ THE UNIVERSITY OF TOKYO 102
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Affect Analysis:

Word Level = Clause Level = Pharase and Sentence Level

@AM manager

Analysis of 5\ Parser Output, Word Level 5, Clause Spiitter 5, Phrase < Clause and < Decision on
Sytactc > Processing 2 nehyle Dl D onterca > aliobet

Structure and A Rt Analysis. Level
Functional — @] Buider Analysis l
e | = Y/ Rules based on
WordNet) € pnaysis of  REPreSentation  compositonay principle
Lexicon for Highievel of Clause  and semantically distinct textwith
Atitude Analysis StanfordNER . Concepts  DSPEdencies verb classes atitude
annotations

L J

0 Phrase and Sentence
Word Level Analysis Level Analysis

[Clause Dependency Analysis ]

 THE UNIVERSITY OF TOKYO

Compositionality Principle

“The full story of how lexical items reflect attitudes is more complex than
simply counting the valences of terms’ (Polanyi and Zaenen 2004)

Compositionality principle: the attitudinal meaning of a sentence is
determined by composing a pieces that correspond to lexical units or other
linguistic constituent types governed by the rules of

v polarity reversal

v" aggregation (fusion)
v’ propagation

v domination

v neutralization , and

v intensification at various grammatical levels.

8 THE UNIVERSITY OF TOKYO 104

8 THE UNIVERSITY OF TOKYO 105

AffectIM: Affect-sensitive Instant
Messaging

AffectIM

Neutral Joy Sadness

Avatar displays:

=& =k
® emotions
-8 ® communicative
- behaviour
® idle states
¥ THE UNIVERSITY OF TOKYO 106

EmoHeart: application in Second Life

WL

v about 180 users in SL (July 2010)
v’ 4 research projects (University of Sydney, Loyola Marymount
University, NIl, University of Tokyo) 107

9 THE UniversiTy o Tokyo

Demo: EmoHeart

EmoHeart:
L -

expression of, emotions'in Second Life

9 THE UNIVERSITY OF TOKYO
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iFeel_IM!: communication system with
rich emotional and haptic channels

chat text

——
emotion:
intensity

HaptiTemper

[ HaptiHug. HaptiHeart HaptiBatterfly Haptishiver  HaptiTickler|

+ demo at 4 Int. Conferences (about 500 participants experienced iFeel_IM!)
+ featured at Daily Planet Show on Discovery Channel (April 07, 2010)

 THE UNIVERSITY OF TOKYO 109

Our Two Approaches

1. A Textual Affect Analysis Model based on
Linguistic Compositionality Principle
— With an Extended Affective Lexicon: SentiFul

2. Textual OCC Emotion Analysis through
Cognitive Variables

— The First and Only One Challenge to OCC Emotion
Sensing in Text

 THE UNIVERSITY OF TOKYO 110

Cognitive Structure of the OCC Emotions

1 Six groups and Emotion Structure [Valenced Reactions (positive/negative)]
22 emotion i ‘ T 1

categories based desirabliy plesseddisplessed]

on valenced m“\ng

reactions to

situations

[approving/disapproving]  [liking/dis

focusing on

strength of

Consequences for Others  Consequences for Self i
familiarity

desirability for other
Purple texts
indicate cognitive desirable  undesirable  prospect  prospect

forothers  forothers relevant  irrelevant

variables | |

Self Agent Other Agent

happy-for  gloating pride  admiration

Resentment  pity

i
likelihood | distress shame _ reproach hate

[0 Challenges are:

How to use this hope, fear
model in NLP

gratification  gratitude
remorse  anger

effort realization

How to compute N
the variables satisfaction relief
fears-confirmec
_ THE UNIVERSITY OF TOKYO i

OCC Emotions w=xm

88 UL\ (happy-for) BEDLE U BEREES

317 (pity) EDLE LB ERICEFE

06 (resentment) IEDLEE UL ERIC TR

B#E (gloating) EDLE U BNVBEREES

EU (joy) BADEEUNBRICER

& (distress) BHNEE U BNBRELE LS

75 (hope) EFUNBREFALE

INEE (fear) LFULBNBREFALNET D
SR (satisfaction) FRAILIZEE U ERNER UES
F2HYP (fears-confirmed) Fifl L1z Bak U< IR ERDIER LA MR
LI (relief) FRAIUICEE U< BVERNERE TES
$Z08 (disappointed) FRAIUIZEE U VERDRRE IR
30 (pride) BHDNRHINETHNEDDHD

BY (self-reproach) BHOFUSNBINETHICHRE

5 (appreciation) EDRDINETNERDD

JE%E (reproach) HaEDIFH T NETEC

8 (gratitude) HEQRDDINEHEERD, TNDSBEONLLFLBRICES

1 (anger) {EDIETNSHAERBICBY
TNDSBENNZLE U BV ERICTH

E[=tia i BHDEHINETUNERD, TNHSENMNCLE UERESES

#15 (remorse) BOOFUINESTINERBICHL

TNDSENNZLE UL ERICTHBE

1333 (lking) BONEIRELE
W (disliking) AR IRENS
_ THE UNIVERSITY OF TOKYO 112

16 Cognitive Variables

Type Variable Name Possible Enumerated Values

agent based | agent_fondness (af) liked, unliked

direction_of_emotion (de) | self, other

object based | object_fondness (of) liked, unliked

object_appealing (0a) attractive, unattractive

event based | self_reaction (sr) pleased, displeased

emotion- " - -
inducing || typically self_presumption (sp) desirable, undesirable

variables || from other_presumption (op) desirable, undesirable

a verb-object | prospect (pros) positive, negative

structure) status (stat) unconfirmed, confirmed, disconfirmed
unexpectedness (unexp) | true, false
self appraisal (sa) praiseworthy, blameworthy
valenced_reaction (vr) true, false

intensity event_deservingness (ed) | high, low
effort_of_action (eoa) obvious, not obvious
expected_deviation (edev) | high, low
event_familiarity (ef) common, uncommon

' 113

An Example of Analysis (1)

An example sentence: “l didn’t see John for the last few hours; | thought
he might miss the flight but | suddenly found him on the plane.”

Output of a dependency parser

Triplet 1: [['Subject Name:', 'i', 'Subject Type:', 'Person’, 'Subject Attrib:', []], ['Action Name:', 'see',
'Action Status:', 'Past’, 'Action Attrib:', ['negation’, 'duration: the last few hours ', 'dependency:
and"]], ['Object Name:', john', 'Object Type:", 'Person’, 'Object Attrib:', []]]

Triplet 2: [['Subject Name:', 'i', 'Subject Type:', 'Self', 'Subject Attrib:', []], ['Action Name:', 'think',
'Action Status:', 'Past', 'Action Attrib:', ['dependency: to']], ['Object Name:', ", 'Object Type:', ",
'Object Attrib:', []]]

Triplet 3: [['Subject Name?', 'john', 'Subject Type:', 'Person’, 'Subject Attrib:', []], ['Action Name:',
'miss’, 'Action Status:', 'Modal Infinitive ', 'Action Attrib:', ['dependency: but']], ['Object
Name?', 'flight', 'Object Type:', 'Entity’, 'Object Attrib:', ['Determiner: the']]]

Triplet 4: [['Subject Name:', 'i", 'Subject Type:', 'Person', 'Subject Attrib:', []], ['Action Name:',
'find', 'Action Status:', 'Past ', '"Action Attrib:, ['ADV: suddenly', 'place: on the plane']],
['Object Name:', 'john’, 'Object Type:', 'Person’, 'Object Attrib:', []]]

_ THE UNIVERSITY OF TOKYO 114
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An Example of Analysis (2)

There are three events as indicated below:

el: “not see john the last few hours”, [agent: |, tense: ‘Past’, 'dependency: and']

e2: “think <no obj>, might miss flight” [agent: John, object: flight, tense: ‘Modal’,
dependency: but]

e3: “find john on the plane” [agent: |, tense: ’Past’]

Analysis of the recognition of OCC emotions for the given example sentence

Events el e2 e3
Event D v | dependency: and dependency: but
SenseNet Value event valence:-9.33 event valence:-8.69 | event valence:+9.63
(returned for each prospect value:-9.11 | prospect value:-7.48 | prospect value:+8.95
event) praiseworthy val:- praiseworthy val:- | praiseworthy

9.22 8.09 val:+9.29

agentvalence:+5.0 | agent valence:+4.2 | agent valence:+5.0

object val
ConceptNet Value ty familiarity valence: | familiarity valence:
‘john’ 0.059% “flight” 0.113% ‘john” 0.059%
‘see’0.335% “‘miss’ 0.14% “find* 0.419%
deviation: devia deviation:
' ThE UnavigsiTyof Toj1-see™ nul “john-miss™: mull | “I-find": null s

i

"I didn’t see John for the last few hours, | thought he might miss the flght
but | suddenly found him on the plane.”

Events el e2 e3
Values of Cognitive of: liked of: liked of: liked
Variables de: other af: liked de: other
oa: attractive de: self oa: attractive
sr: displeased oa: neutral sr: pleased
sp: undesirable sr: displeased sp: desirable
pros: negative sp: undesirable pros: positive
stat: confirmed op: undesirable stat: confirmed
unexp: false pros: negative unexp: true
sa: blameworthy stat: unconfirmed sa: praiseworthy
VI true unexp: false VI true
ed: low sa: blameworthy ed: high
eoa: not obvious Vr: true eoa: obvious
edev: low ed: low edev: low
ef: common eoa: not obvious ef :common
edev: low

ef: uncommon

Apply Rules Phase 1 | distress, sorry-for,
fears-confirmed,

distress, fear, shame | joy, happy-for,
satisfaction, admiration

reproach

Apply Rules Phase 2 | sorry-for, fears- fear, remorse happy-for, satisfaction,
confirmed, anger gratitude

Apply ‘and’-logic sorry-for, fears-confirmed, anger happy-for, satisfaction,

gratitude

Apply “but’-logic

happy-for, relief, gratitude

Comparison of Two Approaches

1. @AM 2. OCC Emotion Sensing

Sensing Target 9 emotions 22 emotions
with each intensity (first challenge)

Main Methodology Li ic C itionality Cognitive Appraisal
Principle Structure of Emotions
using Cognitive Variables

Certain parts of linguistic composition rules are common

Prior Information of 9-dimentional vector with  Valence and some other
Elementary Lexicon intensities sub-variable values

Accuracy 62% 80.5%
(in different conditions)

Both systems have achieved deep linguistic analyses

i toward affect sensing more than ever.
¥ THE UnivERSITY OF TOKYO 17

Web Online System

. Compuder can senss emof ion,] [ Senss Emstian

an o

dietreee: (50,045

dizappoiniment : |

 THE UNIVERSITY OF TORYO 118

ASNA: An Agent for Retrieving and Classifying
News on the basis of Emotion-Affinity

. o 1P L4 i A7) b

Demo: ASNA

 THE UNIVERSITY OF TORYO 120
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ERPIT—SzVMIEBTILFE—H ILAT LT (1989,
WebA/2 T TR (1995

ERHT—IUMILDTILFE—HNATA4T
BAMET—Szoh\ BBEFE MPML, Web,

VSA 3D-VRML, 7144, Ea—</4K-/\—3>, Second Life
l BWebER EQIVTFUSIUR
ﬁﬂ (WebZEAE 5 DL - B, BEWebDFFHEEIL, F—T—FNA5
AMET S, Webm>DFFFITERIGE, ARBERAVET—2, b
ATEEES -, (& | FUSA e, o)
FEAMAD
{3 7% t
\ THAR Mgﬂ o \
2/ 4=
¥ E1—5 M £—0— R, B,
TN-VIT *f5E/ BRI, CDLIC& 5B H
VBT | S SRR (RittWeb E8)
Jav
= Web =
AFAT N e I TATAREERD
WA

@ THE UNIVERSITY OF TOKYO

After Web -> Web Intelligence

O WebZE LD DiEH, B4 ¢ X—J—FHE
— WebBeholder, ETTS, — HEHELOLEDEY
ChangeSummarizer (webt - RBOBAKEEERE

DEBTr—HYRL) - BOXEBORE—NT—IE

0 REVYBEEWebDEEHEIEIL||| 0 REICEIF—T—FN151E
(PRILHREL, AreaView) 75794 (KH Browser)
[0 Webh o D FFHI1E R H o WebR— 8 EE B R (Average

'

O AEEHRHAXOMEH Click)

0 WebAM5 O BEE 35 Hil o E{?}%%*’J (HHEEXDIE

1 2 Channel DBIRIEE ST F13)

u} AFaﬁaE%';;*\ywﬁ;E o BB SIEEICLDE
(Polyphonet by t2%) B/

O S EEEBERYNT—5 o Namesake(E#E4)D 7 B
R b 0 IOTATAREDOELER
BEBRBRRIVCY L,

n}

@ THE UNIVERSITY OF TOKYO

WebBeholder —tracking and viewing
changes in Web repositories

salient

HTML Difference page
Engine based on Information Corn
Longest Common Tag
Sequence
Dept
hr ‘\;
1 Dept
h-3 8
WWW Page
‘Watching Robot ‘ = ‘
= | e
1996-1999
=
WebBeholder = | =

123

@ THE UNIVERSITY OF TOKYO

WebBeholder -- Notification of Changes
via Email, and a Multimodal Display

Page Update Information
2 Wpd Jan 77 03 38 85 CGAITe0000 1999
b rcabbrpl

From: =

hoi e
Toc garndree Lu-tbes g0

Fazart fue Wi e e -tk e o aant

3 chaness for pags e

s W bt v

bt s o1 o adal e added
T proe ey, )
BT charsctens chaned
T susrerary ¢ be Sound ot
6901

Tatal changed meight: §11

@ THE UNIVERSITY OF TOKYO

ETTS (Emergent Topic Tracking System) for the Web
& Query-based Discovery of Popular Changes in the Web
A Weekly Report with respect to “nuclear weapon” from ETTS

As world leaders gather for the 2000 Non-

Proliferation Treaty Review Conference at

the United Nations , the United States is

on the verge of deploying a National Two weeks later

Missile Defense system. (weight = 3.151) e o
If Russia objects to the United States U WD Y M AT

defending itself against the offensive rEi-= 04 Qe ianchs O Grddd

efforts of other states that Were not even ool o S iems v s o] S 0T
conceivable threats when the ABM Treaty m_{w-n 18 e
was signed nearly 30 years ago, then the | = £ pSr e ——|

United States must make it clear that it is
no longer bound by the ABM Treaty.
(weight = 2.630)
Leaders of both the nuclear weapon
states and potential enemy states know
these facts and know that the United
States, in response to a missile attack,
could wipe out their regimes, if not their
countries.(weight = 2.588)

¥ THE UniversiTy of Tokyo

Administration says it would go ahead with
missda program wihout Russian approval

wEuiglugmlq i

AreaView2001 - presenting weakly structured

knowl in rtain ar
DrAMD e Commnmworl)  ~ATNE
N -pRERE saxeivARIREY
I\ ‘rl-
N |
= . el (O]
~ AreaView2001 st | s
Mva.—nnm—mum-v-__- e |
- SAAN | &5
A | R B
| At
ul |5

@ THE UNIVERSITY OF TOKYO
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Book-style Displays of AreaView2001

L E ~£mnc T
ife . e,

£ o

£l e
e R s @l Toasaa

8 THE UNIVERSITY OF TOKYO 127

Major Sub-areas extracted for
“Artificial Intelligence”

computer science
natural language
machine learning
cognitive science

knowled%e .
representation

artificial life
fuzzy logic
expert system
neural network

artificial neural
networks

common lisp

distributed artificial
intelligence

logic programming
international conference
research group
multi-agent systems

soft computing et. al.
common sense

 THE UNIVERSITY OF TOKYO

Four-Axes Enhancement in WWW

(written in1998)
Expression M
Richness
. WebBeholder
Temporal
77

Vidw
Spatial
Comprehension

WWW Space

Super
Intelligence

9 THE UniversiTy o Tokyo

Keyword Extraction using Word
Co-occurrence with Frequency Terms

In the case of keywords

O B 29— SARETH—
XENDFHE.

O {ALHIBREDORS (82—
BOCR) DLE

In the case of common words

Patent application in 2003

ATHEEFRMIE2002

KH (Keyword Highlighting) Browser
based on a User’s Browsing History

Fedh WA RE Uel? Commecom 7]
[ #we £ome o win-x -
[4 « 3 4 o & 4 &2 @
J.l..‘. T REN $-a WR Wi OW B WM S

' i-Forum

R ) ) (R - ) ()

A

SEh 1 LFO=N] oF Fomes EURBET
EEB AN o e WU § 02700713 () 105301 18

AERIE 10 L ERORLETY,
B U R0 s LA 5 R MBAR R UL,
INARASTASRY, { ORLITWENORI TOAD 10RLAD
1R M LEA T A S b
NAtR /e, o, phis}
ERNOUEN B0 L8, NOF G S0)ackTmkTest THET L L
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from the Web

Om- O W # e

22



2013/3/10

POLYPHONET (by Y. Matsuo, et al.)

@ THE UNIVERSITY OF TOKYO 133

Relation Extraction among Companies
from the Web

Tranamare

3
MEC Bromatics
A Do X
 Srim Agnar .
‘/“" Cannact Tachnolagies

T FuitucSaftwars

Alliance :
. Capital Alliance
| " bt Business Aliance

5‘;"‘"“\ Lawsuit :
A Claim
@brosdcam BT Accommodaton

Became Interested in Relations (B#&1%)
between Entities

DiFROEEEE, MEstDRERELT

DIEMOERAN DR
@ THE UMIVERSITY OF TOKYO 135

Attributional vs. Relational Similarity

 Attributional Similarity:
— Correspondence between attributes of two words/entities
— e.g., automobile vs. car sim(X,Y)
¢ Relational Similarity:
— Correspondence between relations between word/entity
pairs sim(A,B, X,Y)
— e.g., (Ostrich, Bird) vs. (Lion, Cat)
* Xisalarge Y
— (word, language) vs. (note, music)
* Y is composed using X

@ THE UMIVERSITY OF TOKYO

Computing Relational Similarity between
Two Entity Pairs on the Web

¢ Turney’s Work using LSA (Latent Semantic Analysis)
(Turney, ACL 2006)

— (traffic, road) vs. (water, river)

Xflows inY

@ THE UMIVERSITY OF TOKYO 137

Distribution of Patterns in Snippets
with respect to word-pairs

=X buys ¥ Xacquires Y ==Y ceo X ¥ chief executive X

06

05 Pattern Pattcrn Similarity

Xbuys¥ Xacquires¥
Xbuys ¥ Yemo X

Normalied Frequency
— =

Word-Pair IDs

Distributional Hypothesis 155

@ THE UMIVERSITY OF TOKYO
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Dataset: SAT Word Analogy Questions
{SAT: Scholastic Assessment Test}

* SAT Analogy Questions have been used as a baseline to evaluate
relational similarity measures. (Turney RANLP 2003)

— SAT question: Ostrich - Bird (Each question has five choices; one is correct.)
e Lion —Cat
« Goose — Flock
« Ewe - Sheep
+ Cub - Bear
* Primate — Monkey

— 374 SAT word analogy questions (2178 word pairs).

Average SAT score by native senior high school students: 57%

WordNet-based approaches (Veale, ECAI 2004) [43%]

Vector Space Model (Turney, Machine Learning 2005) [47%]

Latent Relational Analysis (Turney, Computational Linguistics 2006) [56%] — 8 days
Our Method [51%] — 6 hours
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Latent Relational Search Engine

[Japan Patent Application: 2009/12/03 ]

Web (text corpus)

(mn’s highest mountain is Mt. Fuji.
Mt. Fuji is the highest mountain in Japan.
Germany’s highest mountain is Zugspitge.

(Japan, Mt. Fuji)

Input

(Germany, ?) Relational

Search Engine
 THE UNIVERSITY OF TOKYO 140

Index (Lexical Patterns) Table

) Sereer: st il b o B [ Ditbans: o # (] Tl rs len_panses ngrasms Tl bear T1O AT
Mfrowse chsuone  S50L S Sewh i [REipen [iewen S8 0momens (PEmpn  Hioww

S v 30. 39 13001 ot Chowry Jch 1000 s

v ot

ki ' 5
¥ THEUNVERSITY OF 10KYD 11

Index Size for Wikipedia data

| All Wikipedia Articles (English and Japanese):
above TM pages

| Entities (only proper nouns): 6.7M
Entity Pairs: 3B

ITime for constructing Indexes (using
Amazon’s AWS cloud): 6 hours per 1M pages

_ THE UNIVERSITY OF TOKYO 142

Latent Relational Search A:B=C:?

Cuery wample.  Tokyo - Japan=7 | France
B = © o
Larmas Camamen - Adrn Kurotaws ? Seach

FRalation keywod (cotionall

Rotrioved 45 antities in 6.4 seconds

_ THE UNIVERSITY OF TOKYO 143

Latent Relational Search A:B=C:?

Quary samphs Tokys Jagan =7 France
A e . C [ -

Margaret Thatches United Kangdem =1 Garmany Saarch

Fialation bayword (soticeal)

Rotrioved 72 antities in 1 47 seconds

_ THE UNIVERSITY OF TOKYO 144
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Latent Relational Search A:B=C:?

Cusry wampa:  Tokyo : Jupan = ? France

BEBEFEBRFEA:B=C:?

VESFEHLTOET.

8.

. FpE
§ THEURIVE

RS!TE OF 10KY0 147

A e = c D
Takyo Manta Aot = Bosion 7 Samch s 8
Flelation hayword {ogtomall
Ratrioved T8 antition in 114 seconds 56 R (783 )
tiws then hold Fischer in Tokypo s
try o us 1o

. Faring ccmr.\-nfo e " :

Tha tareit Simort i the Blasarly KAmcioal Apsrt | wht the pediviet rations) sl iaémationad il sedvics *

being a_-._e?:»,n s Lc.j.: Irtarmat :
.
:
.
.
. F o

g THE UNIVERSITY OF TOKYO 145 @ THE UNIVERSITY OF TOKYO 146
EHERRERA:B=C:?
SITIMOM Tehyo Japan =7 France H 0 p efu I Iy
— 2 8 - c o -
L1 8 =fr PSR ] Relational Search (or XYZ search)
BARRLLA A
25 B (172 1) If Xisto Y, then Z is to?
1 If USA is to Lady Gaga, then Japan is to?
Wkt AR SE TR, Misia

[(USA, Lady Gaga), (Japan.7) |

hitp://milresh.com
Cross Language Latent i Search: Mapping Knowledge across L AAR 2011,

@ THE UMIVERSITY OF TOKYO 148

CDLDIE DT  (written in 2006)

o Web 4.0
Er

m HTTR Dwectan Portals
irpword Search  Litweght Colsenssen

505 g WED 1.0 s
MOy MacOS  SOL - 2000

Desiten ONL o Dastares

e PCEra

Somartics of Information Connecticns

Semantics of Social Connections
g THE UNIVERSITY OF TOKYO 149

Google announced Semantic Search,
May 2012

Visited Google Semantic Search Team
in Aug. 2011

i EI]""
-
i A AR

THINK

@ THE UMIVERSITY OF TOKYO
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Google’s Knowledge Graph

 THE UNIVERSITY OF TOKYO

New Tech. Committee on Semantic Computing

in IEEE Computer Soc.

Semantic

 THE UNIVERSITY OF TOKYO

enable dislike button
g e st ot

| University of California Ivine professor Phillip ¢-
¥ Sheu, interim chair ofthe newly formad

| Technical Commitiee on Semantic Gomputing, i
lonking for volunteers for the Executive

o 200 e P o e commrt v Snmrte 0 | COMMitlEE. —REEE MOTE

We need a Common and Universal
Language of Representing Concept Meaning as a solid
foundation of Semantic Computing on the Web

or
software agents

Semantic
Computing
Space

based on CDL

. . /
(CDL: Concept Description Language)
The aims of CDL are
1) to realize machine understandability of Web text contents, and
2) to overcome language barrier on the Web.
 THE UNIVERSITY OF TORYO 153

Major Differences from Semantic Web

Semantic Web
Target of representation: Meta-
data extracted from Web
contents.
D in-dependent ontologi
(which cause the difficulty of
wide inter-boundary usage)
RDF / OWL (description logic
is hard for ordinary people to
understand)

Semantic Computing Initiative
Target of representation: Semantic
concepts expressed in texts.
Universal vocabulary (+ additional
specific vocabulary in a domain if
necessary), and pre-defined
relation set.

CDL.nl (richer than RDF)

Tim Berners-Lee says that:

“Data Web” or “Linked Data” is more
adequate rather than “the Semantic
‘Web”. (2007)

 THE UNIVERSITY OF TORYO

Main body:

Institute of Semantic Computing (ISeC)

in Japan (NPOZAETUToHavE1—
T4V T BB )

Int’l Standardization Activity:

W3C Common Web Langnage(CWLl)aXG

From Machine Translation

‘ English |Japanese ‘ ‘ Chinese ‘

Transfer

method

Pivot Pivot :; UNL (universal CDL (Concept
method Language Networking Language) :>Descrip(ionLanguage)

Standardization in W3C

Minimal and sufficient tions have

been chosen to represent the surface-
level concept meaning of texts.

CWL (Common Web
Language)

 THE UNIVERSITY OF TORYO 155

Incubator Group Activity at W3C
from Oct. 2006 to May 2008

V5 @

Comman Web Language Incubater Group Charter

Scope

 THE UNIVERSITY OF TORYO
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CDL Representation

Text example:

“John reported to Alice that he bought a computer yesterday.”

CDL graph notation:

report#a0l

—— Event#A01

 THE UNIVERSITY OF TOKYO

Green:node
Blue: hyper-node

157

CDL Representation

Text example:

“John reported to Alice that he bought a computer yesterday.”

CDL text notation:

{#A01 Event tmp="past’;
{#B01 Event tmp="past’;

[#001 agt #John]
[#b01 obj #b02]
[#b01 tim #b03]

[#201 agt #John]
[#201 gol #Alice]
[#201 obj #801]

}

 THE UNIVERSITY OF TOKYO

: entity
Blue: relation

CDL (UNL) Relations — 44 labels

[Agent Relations]

Semantic Roles

[Instrument Relations]

Logical

[Logical Relations]

cnt (content, namely)

agt (agent)

ins (instrument)

and (conjunction)

fmt (range, from-to)

cag (co-agent)

met (method, means)

orr (disjunction, alternative)

fmr (origin)

aoj (thing w/ attribute)

[State Relations]

[Concept Relations]

mod (modification)

obj (affected thing)

[Time Relations]

cob (affected co-thing)

tim (time)

cao (co-thing w/ attribute) | src (source, initial state) equ (equivalent) nam (name)
ptn (partner) gol (goal, final state) icl (included) per (proportion, rate)
[Object Relations] via (interm. place or state)|| iof (an instance of) pof (part of)

[Cause Relations]

pos (possessor)
qua (quantity)

opl (affected place)

tmf (initial time)

con (condition)

tto (destination)

ben (beneficiary)

tmt (final time)

pur (purpose, objective)

[Place Relations]

dur (duration)

rsn (reason)

plc (place)

[Manner Relations]

[Sequence Relations]

plf (initial place)

man (manner)

€00 (co-occurence)

plt (final place)

bas (basis for a standard)

seq (sequence)

") SERBhaveRsTY o Tibivos

ourse ‘L—

Semantic Role Labels in PropBank

The focus is on Predicate-Argument Structure.

Arg0 (prototypical agent)
Argl (prototypical patient)

These are defined wrt

Arg2 (indirect object/t
Arg3 (start poi

ibute/end state)
each word sense.

Arg4 (end point)

Arg5( )

TMP (time)

LOC (location)

DIR (direction)

MNR (manner)

PRP (purpose)

CAU (cause)

MOD (modal verb)

NEG (negative marker)

ADV (gencral-purpose modifier)
DIS (discourse particle and clause)
PRD (secondary predication)

 THE UNIVERSITY OF TORYO

ibute)
Ex) buy::
Arg0: buyer
Argl: thing bought
Arg2: seller (bought-from)
Arg3: price paid
Arg4: benefactive (bought-for)

This set is not sufficient for representing every
concept expressed in natural language texts.
It cannot be used for every language due to its
I (English) dependency.

Rich Attributes in UNL and CDL

o Express subjectivity evaluation of the writer/speaker for the sentence.

Ex.) tense, aspect, mood, etc.

Time with respect to writer
@past @present @future

Writer’s view on aspect of event
@begin @complete @continue @custom

@end @experience @progress @repeat @state

Writer’s view of reference
@generic @def @indef @not @ordinal
Writer’s view of emphasis, focus

and topic

@emphasis @entry @qfocus @theme

@title @topic

Writer’s attitudes

@affirmative

 THE UNIVERSITY OF TORYO

Writer’s feeling and judgements

fit

ility @get-benefit

onsequence @sufficient @grant @grant-not

h

navoidable @certain
@possible @probable @rare
pblame @contempt
@surprised @troublesome
Describing logical characters and
properties of concepts
@transitive @symmetric @identifiable

@admire

@d

Modifying attribute on aspect
@ijust @soon @yet @not

Attribute for convention
@pa

The defining method of one unique
sense of a word in UW

Defining category
swallow(icl>bird)

swallow(icl>action)

swallow(icl>quantity)

the bird

“One swallow does not make a summer”
the action of swallowing

“at one swallow™
the quantity

“take a swallow of water”

Defining possible case relations

spring(agt>thing,obj>wood)
spring(agt>thing,obj>mine))
spring(agt>thing,obj>person,
sre>prison))
spring(agt>thing,gol>place)

spring(agt>thing,gol>thing)

spring(obj>liquid)

 THE UNIVERSITY OF TORYO

bending or dividing something
blasting something
escaping (from) prison

jumping up

“to spring up”
jumping on

“to spring on™
gushing out

“to spring out”

27



2013/3/10

UW (Universal Words) in UNL

Universal Word

uw{(equ>Universal Word)}

adjective concept{(icl>uw)}

uw(aoj>thing{,and>uw,ben>thing,cao>thing, man:
how,obj>thing,or>uw(aoj>thing),plc>thing pifsthing, pit>thing, rsn>uw(ao]>m|ng) rsn>do,icl>adjective concept})

Achaean({icl>uw(aoj>thing{)})
Afghan({icl>uw(jaoj>thing{)})
African({ict>uw(aoj>thing{)})
African-American(ficl>uw(}aoj>thing{)})
Ainu(ficl>uw(aoj>thing{})
Alaskan({icl>uw(aoj>thing0})
Albanian({iciuw(jaoj>thing)})
Aleutian({ici>uw(acj>thing(})
Alexandrian({ici>uw(jaoj>thing(})
Algerian(fic>uw(jaoj>thing0)})
Altaic({icl>uw(jaoj>thing{)})
American({icl>uw(}aoj>thing0)})
Anglian(ficl>uw(aoj>thing0)})
Anglo-American(ficl>uw(jaoj>thing0})
Anglo-Catholic({icl>uw(}aoj>thing{)})
Anglo-French(ficl>uw(jaoj>thing0})
Anglo-Indian(ici>uw(aoj>thingQ})
Anglo-Irish({icl>uw(aoj>thingQ})
Anglo-Norman({ici>uw(aoj>thingQ})
Arab({fici>uw(jaoj>thing()})
Arab-Israeli({ic>uw(jaoj>thing0)})
Arabian({icl>uw(jaoj>thing{)})
Arabic(ficl>uw(jaoj>thing{})
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40,000 lexicons are
open to public.

The full vocabulary
includes 200,000
lexicons as of 2007.

Hierarchical Construction of
Concept Representation in CDL

situation (discourse) ©

composite
concept/event

(complex sentence)

single event

(single sentence)
consisting of
composite entity O O O proposition
and modality

components

predicate, case components,

predicate-modification componen

elementary

thing/entity
EEL.LOO OO O O

disambiguated

WP EhaversiTY oF Tokyo 160

Concept Description Levels

Surface Level

Ve Concept >
\\Dcscrnptmn{

Deep Semantic
Level

* There are several choices for the deep ic-level description depending on
applications. On the other hand, a certain consensus has been made wrt
“Concept Description™ which is slightly below the surface level, through
decades-long researches on NLP, hine tr ion and electric dicti ies.

*  Whereas a complete consensus has not been achieved yet regarding the Concept
Description level and its description scheme, it is meaningful to set up a common
concept description format as an international standard today.
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UNL(CDL)-to-Spanish, Arabic

wE - um [
= o

- Anaeremy

u_,u)..;huc_:bv-\.',u-_m.d-x ol s

22 B0 e i e (LN L8 o b i L pna

L ol e 1500 o L5 (VDA] Lo 0 a0 o it Bhal

o34 .
e

UNL(CDL)-to-Japanese, Chinese

- BAR

ARE-FaRE

Converted i Test * | =
LS TRT IO Ry

1500MM D 1WA & TR R
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Recognition of CDL Relations

Text-to-UNL(CDL); but considerable errors from dependency-analyzed text

A —* m = | me . rE—E
{1y = e Syntactic and
Dependency-path
features
o Ann-rem

Lexical features from
WordNet,

VerbNet and
UNLKB.

Some labels of Connexor Machinese Analyser:
ha (prepositional phase attachment), phr (verb particle),
pcomp (subject complement)

Performance for frequent 36 relations (out of 44)

Qe e it V1L & watber T a8 E N : Precision 87.3% Recall 88.1% F-value 87.1%
y ¥ THE UNIVERSITY OF TOKYO

wvm wrnian Qs

F ) ¢ CDL Relati A Semi-automatic Conversion
requencies o elations
q from NL Text to CDL
e Data sparseness : s T mmaps o
e The whole number of . D T 9 : tenotes
relation:13487 w00 ) ( | conversion nfo | ‘
o Relation types: 44 - p &2 L/”"x‘:fi“‘ Mg o tnre g
e Average num per relation: J J J {Notaston)
306.5 1o II I Natural Language Text e )
x| St T T hed)
_ Syntactic and Dependency Parsing SHarser \ Labele e } Prefuse }
nam |Mod |Obi |Aci |And [Agt |Man |Ple |Gol |Tim |Pur |GQua h B
#rel | 3128 | 2607 |2060 | 1122 | 1046 [788 |448 |365 |321 280 | 260 Word Sense Disambiguation (WSD) Automatic
nam |Pas |Sen |Ran |Sre |Cnt  |Dur |Bas |Met | Equ | Nam | Con ‘ —) :nld I\:{anual
- - " -y = 1 election
#rol 186 |71 166 163 161 38 |49 |47 |46 a1 |4 Rule-based Translation (UNL server )
nam |Ben |Tmt |Pof |Frm |Or |Pmt |Tmf [Seq |To |lof |Cag
#rel (27 [25 (24 |23 [2r feo [1o [17 12 [u [0 Check & Post
nam |lel |[Via |[Coo |Per |lns |Plt |Ptn |PU | Cao |Opl |Cob CDL Description Editing (GUI)
el |10 |8 |8 E T |8 |4 |z |1 |o
_F THE UNIVERSITY OF TORYO 171 _ THE UNIVERSITY OF TOKYO 172
Semi-automatic WSD (word sense disambiguation) Semantic Info. and CDL Text Data

Demo:

Relations change

depending on the

selected word
senses

Semantic
relations

Word senses
(universal words)

Automatic
([ selection
evidence

Vs
T cDLText

\Notation
Sy
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CDL Graph Notation

Aano frpr———

[ e | syt e | i | s e st sm |
Seenence- |1 Exrins the prmcrcs of melcc crl iviien , am eorm: calid oot roarblaarior o 1)

et e prox e o medars £ CRIN 48 P Called GRrek (PCTH AT o e g g

o AR TR, I WP 3 MO I B0 M K AR W3 £ o e

-
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RDB2CDR (RDB to CDR)

Mapping DB Schema to CDL
statements

Create Structure of CDL
statements

Auto-generation for CDL
representation

Generate CDL
representation

Adding concepts and
relations between
concepts

I

CDD

System Architecture
@ THEUNIVERSITY OF TOKYO 176

DB schema (an example)

organizations persons
& orgin i Freld it rel_person_topic
Type warchansn) € -
. o0y Type Y & PersoniD it
ame  varchar
i siumtert rel_person_organization Hame) varehar(100) || & e n it
Iress. mediurmte: e Ll Address warchan(200)
Location  archan(3tly & PersoniD i Email warehar(100) l
OrganizationlD it
Postcode  varchar(10) £ organization i Homepage  varchar(at)
Courtry  varchar(30) T Phone  warcharz200) topics
URI warchar(100) - URl varchan200) || & Topicin  int
Belongsto it Photo warchar(0) TopicName  warchar(s0)
Homepage varchar(200) | | rel_person_paper I har200)
warcha
& PersoniD int EIEELE ParentlD it
conferences & PaperiD B2 PaperlD it
& corfin int Tile
Mame  warchar(10D) | sbstet mediumtext rel_paper_topic
URI warchan(200) < URI varchar200) - 5 Paper|D int
Dt warchar(50) Year int & Topicld it
Lacation  warchan(50) Confersnce int RelationType _int
Datum  datetime Publish  tinyint(1)
¥ THE UNIVERSITY OF TOKYO v

DB2CDL Tool
atl DB2CDL lﬂ‘@g

File CDL Help

Tables CDLtree COL Relations

activities a departement « | |Aat (agent 3 ~
compus = " ip Aoj {thing with attribute —
hadith E = Cag (co-agent?

jumaa compus Cao (cohing wih atirib|
khotbaSubject - japanese Pin {partner; b

labPhone | | Ben (beneficiary)
membersAdtiviies T . mabile =|| |Cob Caffected coshing)
Feids Obj (affected thing?
notes Opl (affected place)

departement - - address Ins {instrument

lab id ethod or means?
compus shous Plc {place)

[apanese < i ] v PIf {intial place;

IabPhone = Pt (ﬁ(na\ Dlage)

mobile Sen (scene;

notes = rfaw oo, Gol (goal, final state}
live Src (source, initial state} ™
id

show ~ | ivetagt>persan) -

refresh || acd Concept || add Refrence table

()
ch
generste stucture | [ set od statement || show cdl

[SE “?members name?)[c3:Pmembers.address7)ic1 Agt c2lic1 Plc
g THE UnaversiT) [ =31 s

Semantic network
of the DB schema
(CDL Schema)

Legend:

agt: agent (subject)
aoj: attribute of object
plc: place

pos: posscession

Qo o — GED

" ple
Ref: R.DeptID = Dept.ID

#Department

G agt

179

Semantic Search on CDL

Semantic
Graph
Matching

Tablet PC

Query Graph
obj

Yodobashi
Camera

Akihabara
@ THEUNIVERSITY OF TOKYO
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American Approach ?
— Simplified English

<Short History>
e Esperanto - 1887
* Basic English -- by Ogden, 1930

— 350 words for expressing concept meanings.

— Learning Speed: English 7 years << Esperanto 7 weeks < Basic
English 7 days

— (cf. EHEAARIE by LEFAK, 1933)
e Controlled English for int’l business (1970s -1980s)
— Caterpillar, Douglas Aircraft, Boeing, IBM, GM, Xerox,
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Globish

TmeEEI

gl@bish

A | G0N | COMESY | ASOUTGLOGMN | MW | CLONSIWORDS | COMTACTUS | e

 THE UNIVERSITY OF TOKYO

US Gevernment’s Plain Language

xarnples Datahae {beta)

Site Highlights:
Dersignated Spsior Officiah and Apenty Wrbpages
ou arw mhing 0 et thaen.

LS. Citirenship mad Dnmigration Sarvice videas.

_ THE UNIVERSITY OF TOKYO

Wikipedia Simple

%'_.‘_ [P

s To o el b ot Mg T8, D813 ot e @

Wikipedia:How to write Simple English pages

This page s
=

_ THE UNIVERSITY OF TOKYO

Summary

ERATATIE, EHPT—SUb, RLFE—FLATAT
- ERRE, /52— 525 (1978-80, 1982-85)

YT RT 1975 8E% £ DVSA(Visual Software Agent) (1988-2000)

5 BRI T Oty HTN-VIT(1888-93)
RIWFE—HNATATRIBEEMPMLE T DFER (1998--)
EHPL—TTbED(WebZEED) M F—59232(1994-)

THRRED S DREE LTS (2005-11)

E/O—FTHF AN D 3 EEERL (2007--)

ATSNEE, AEEtEERE

- ITFR/IS—FPRTF L, AIY—)L(1980-81:/8F 2 —KF, 1981-85)
— | PHERGEEEDHL (1980-85)

- R, ST OEEIL (1986-2000)

WebAI8E1E

— WebZALIRMH WebTFRMRA=2Y, BH), F—7—FHhH, #E1L (1995-)
- ARBFAR VLTS, it (2003-10)

- BRELUE, BIRIRSR (2007-12)

— BEREEHEEA: Semantic Computing (2001--)
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AN b DR rmumas Lizmtco)
st & {ifE

I
FEHONTHEOETDOES, RECFS.
YILDLLENAREVVEERAFE, EhON TEEDIEICE>TEHE
MLEMY, RELAURIMELD.

RS, N TERSBORXITEIME—EEN 57

HEWMECRLANISBERTESLOES, BT LIESITHENE
CHMMELLY. RETIERXEFARED, mXc BRICHES
3¢, MEKLEFEALVAHMEESEXLI-LOITHE>TLES.

After Web TDIT
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Social Thinking (S-Think) Board
toward Social Intelligence

Social Thinking(s-Think)Board

& THE UNIVERSITY OF TOKYO

Social Thinking (S-Think) Board
_tquard Social Intelligence

¥ THE UNIVERSITY OF [OKYO

BRANLDESRE, EEEDEE

hE(19), &A@), wEE), /B, XhrAQR),
RL—IT2), NTFTYa), AVFRVTO),
2VFH(1), TUHR—MUL), AVR(1), =T7MI)

F—5UR (1) /\711/—-/() FZ7o4(1), vl 7),

ZARAU), BAY(), Ryz—F(), /ny=—(1),

747 R(1)

TIZIME), n—(1), AFTa(l), RFRXZF(1)
AFt604
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Thank You
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